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Deep learning models have advanced to the forefront of image recognition tasks, 
resulting in high-performing but enormous neural networks with millions to billions of 
parameters. Yet, deploying these models in production systems imposes considerable 
memory limits. Hence, the research community is increasingly aware of the need for 
compression strategies that can reduce the number of model parameters and their 
resource requirement. Current compression techniques for deep learning models have 
limitations in efficiency and effectiveness, indicating that more research is required to 
develop more efficient and practical techniques capable of balancing the trade-offs 
between compression rate, computational cost, and accuracy. This study proposed a 
multimodal method by combining multimodal Pruning and Knowledge Distillation 
techniques for compressing the iris recognition model, which is the size constraint for 
many image recognition models. To maintain accuracy while shrinking the model’s size, 
the models are trained, compressed, and further retrained in the downstream job. The 
analysis includes both fully connected and convolutional layers. Experimentally, the 
findings show that the proposed technique can achieve 91% accuracy, the same as the 
existing or original model. Besides that, the model compression can reduce the size of 
the model almost six times, from 529MB to 90MB, which is a significantly reduced rate. 
The primary outcome of this study is developing a CNN lightweight model for iris 
recognition technology that can be used on mobile devices and is resource constrained. 
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1.  Introduction 
 

A Convolutional Neural Network (CNN) is a type of deep learning model commonly used in 
computer vision tasks such as image classification, object detection, and segmentation. CNN consists 
of multiple layers, including convolutional layers, that use filters to extract features from input 
images, while pooling layers down to sample the output of the convolutional layers. Reduced storage 
and computing costs become crucial as larger neural networks with more layers, weights, and nodes 
are examined, especially for some real-time applications that are implemented on the embedded 
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system [1-3]. Novel computing paradigms and emerging technologies are under investigation to 
make CNNs available for edge computing [4]. However, it is important to make these models more 
efficient in situations where resources are constrained, such as deployment on mobile devices [5]. 
When compared to traditional feature recognition algorithms, deep learning has the greatest 
advantage of enhancing the model's robustness and generalization ability to image noise based on 
improving accuracy [6,7]. However, large numbers of datasets are required for input during model 
training to achieve higher accuracy [8]. 

The development of iris recognition systems, especially for low-powered mobile sensors and 
portable devices, is currently being driven by the effective storage and transmission of iris biometric 
records [9,10]. Implementing iris recognition apps on mobile devices requires model compression 
due to the limitations of mobile hardware, such as limited memory and processing power. A program 
or model that successfully runs on a system might not successfully run on a device with a lower 
processing power. The hardware limitations of the target device may be the cause of this.  

Model compression reduces the size and complexity of the iris recognition model while 
maintaining its accuracy. This is achieved by removing unnecessary parameters, reducing the number 
of layers, and using more efficient algorithms. Model compression is essential for deploying iris 
recognition on mobile devices as it reduces computational requirements, speeds up the inference 
process, and reduces power consumption [9]. By compressing the iris recognition model, the app can 
run smoothly on mobile devices without compromising the accuracy of the authentication process. 
Therefore, model compression is critical in implementing iris recognition apps on mobile devices. 

Although methods for lowering the size and complexity of deep learning models using model 
compression can be helpful, they also have limitations and may only sometimes be effective in all 
situations [3]. More reliable model compression techniques are required to deal with more complex 
tasks [11].  Pruning methods have been widely employed in prior research to compress CNN models 
[12,13]. These strategies, however, can result in sparse networks that may only be efficient on some 
hardware platforms. Therefore, this study uses pruning and knowledge distillation to avoid sparsity 
in the network and can integrate into mobile platforms. It is important to carefully evaluate the trade-
offs and choose the most appropriate technique for a particular application. As a result, a reasonable 
option is to compress and accelerate the deep convolution neural network while maintaining 
recognition accuracy. The trade-off between preserving accuracy while reducing the model size and 
inference time, however, needs to be addressed by any of the aforementioned research that 
integrates model compression. 

This study aims to design, develop and compare, in terms of compression of model size and 
accuracy, iris recognition that can be performed as a lightweight version. Thus, this lightweight model 
can embed into the mobile platform and achieve the same result as the original model. The rest of 
the paper is divided into the following sections. Section 2 offers an overview of the model 
compression techniques and the study involved. Section 3 describes a recommended solution. The 
simulation results and discussions are presented in section 4 before the conclusion. 
 
2. Related Works 
 

The introduction of deep learning in vast amounts of data has increased the true utilization of the 
data, and deep learning accomplishes this by traversing those data on millions of factors. However, 
this has increased the demand for computer resources such as GPU, which are absent in cutting-edge 
devices like mobile phones. As a solution to this problem, researchers have developed a variety of 
compression approaches, including Parameter Pruning, Optimization, Knowledge Distillation, and 
Low-rank Factorization, which are the process of transforming complicated model behavior into a 
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smaller one in terms of fewer parameters. Figure 1 depicts a summarization of four techniques used 
in compressing a CNN model based on research of [1,4,11]. 
 

 
Fig. 1. Summarization of model compression methods 

 
In deep learning, pruning aims to build a more compact and practical neural network model [14]. 

By eliminating the weight tensor values as in Figure 2, this method aims to optimize the model. The 
goal is to create a computationally efficient, less time-consuming model to train. Pruning is essential 
since it reduces time and resources and enables the model to function on low-end devices like mobile 
and other edge devices. There have been several studies in this research field; some are pruning from 
scratch and Adversarial Neural Pruning [14,15]. These methods have the advantage that previously 
removed weights can be added back in later; however, due to their great complexity, these can only 
be applied to CNNs of specific sizes [16]. The [15] study optimizes the pruning approach, which may 
considerably reduce pruning time by modifying step size according to the sensitivity of each layer, 
resulting in a 54% reduction in FLOPS, a 71% reduction in parameter and model sizes, and a 1.85% 
reduction in mean Average Precision (mAP).  
 

 
Fig. 2. Weights pruning method 

 
Quantization is a method to reduce the number of bits required to represent data in model 

compression as shown in Figure 3 [14]. Additionally, it can greatly minimize the need for processing 
power and storage. In deep learning, quantization normally refers to converting from floating 
numbers to constant factor integers. There could be an accuracy loss and avoid accuracy loss in post-
training model quantization by conducting quantization-aware training. The study by Ref. [17] 
applied the quantization method reduces the model size of a trained neural network by a quarter 
while retaining high accuracy in classification. In the context of edge computing, this finding can 
contribute to cost savings and improved performance when implementing deep learning algorithms 
like convolutional neural networks on limited devices like FGPAs. 
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Fig. 3. Binary quantization method 

 
Knowledge Distillation is a model compression technique that involves training a small model 

known as a student to match or imitate the behavior of a larger model which is known as a teacher 
model. Figure 4 shows this technique aims on reducing a loss function focused on matching softening 
teacher logits as well as ground-truth labels, knowledge is transferred from the teacher model to the 
student. Deep neural networks are one of the numerous types of models that can benefit from 
knowledge distillation in terms of performance. The study's findings revealed that by implementing 
the knowledge distillation method outperformed traditional CNN models and other lightweight 
methods [18]. The proposed model has fewer parameters and reduces computational complexity, 
making it better suited for real-time recognition tasks. 

 

 
Fig. 4. Knowledge distillation method in model compression 

 
The method of model compression known as low-rank factorization has grown in popularity 

recently. A lower-rank matrix is used to approximate a matrix in this method to keep them more 
effective while retaining as much information as possible [19]. This can be done by using singular 
value decomposition (SVD) or by using other methods such as eigenvalue decomposition. This 
method can be used to compress any sort of matrix, including neural network matrices. It has been 
demonstrated that low-rank factorization is a reliable method for downsizing neural networks 
without sacrificing performance. In the study by Ref. [19], the cost function of compression and the 
loss function are combined to form a joint function that is optimized as an optimization framework 
and combined with the CUR decomposition technique. The factored matrices can also be stored in a 
way that is more effective than the original matrix as illustrated in Figure 5. Consequently, this 
method can be utilized to lower the memory needs of models that use machine learning. 
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Fig. 5. Low-rank factorization method in model compression 

 
In conclusion, pruning involves removing the least important connections or weights in a model, 

which can lead to a significant reduction in the number of parameters. However, this technique may 
not work well for all types of models, and it can be difficult to determine which connections to prune. 
To reduce the size of the model, quantization involves using fewer bits to represent each weight 
parameter. However, this can also result in a loss of accuracy due to rounding errors. Knowledge 
distillation involves training a smaller model to mimic the behavior of a larger model. While this can 
be an effective way to compress a model, it requires access to the larger model during training, which 
may not always be possible. Therefore, this study is combining pruning and knowledge distillation 
methods to achieve better results. 
 
3. Methodology  
 

This section will go over the CNN model, performance parameters, and datasets used in this 
model compression, as well as the proposed algorithm. 
 
3.1 CNN Model 
 

Visual Geometry Group (VGG) is a deep neural network model that has experienced widespread 
application in computer vision. Figure 6 shows the VGG architecture that consists of multiple layers 
of blocks, where each block is composed of 2D Convolution and Max Pooling layers. It has a high 
number of connections, which can contribute to greater computational complexity and slower 
inference times. VGG uses very small (3x3) convolution filters and supports up to 19 layers. All VGG’s 
hidden layers use Rectified Linear Unit (ReLU) which is a huge innovation from AlexNet that cut 
training time and a pre-trained version of the network trained on more than a million images from 
ImageNet is available. VGG16 can be compressed using model compression techniques to minimize 
its size while retaining its accuracy. These techniques include network quantization, low-rank 
factorization, pruning, and knowledge distillation. Compression methods have been shown to reduce 
the size of VGG16 by up to 35 times with minimal loss in accuracy. 
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Fig. 6. Architecture of VGG16 [20] 

 
The VGG16 model had the highest recognition accuracy, according to a study that assessed the 

effectiveness of three deep learning models for iris recognition, including AlexNet, VGG16, and 
VGG19 [21]. In this study, the VGG16 model was used due to the dataset obtained is in small quantity, 
so it is sufficient to use VGG16. Therefore, it is adequate to utilize a CNN model with 16 layers to 
assess the efficacy of the compression model approach because there are only 1000 iris images, in 
contrast to ImageNet or CIFAR100, which contain tens of thousands to millions of images. 
Additionally, it has been demonstrated that the VGG16 algorithm performs well on a variety of image 
classification tasks, including iris recognition [22,23]. Although VGG19 has more layers and 
parameters than VGG16, this does not ensure that it will perform better on the iris recognition task. 
A model that has more layers will not provide an advantage in terms of experimental results but only 
increases processing time and this could be a reasonable option. 
 
3.2 Performance Parameters 

 
The performance parameters that are evaluated in this study include accuracy, model size or 

compression rate, and inference time. 
 
3.2.1 Accuracy 
 

Accuracy is a measure of how well a model can correctly predict the correct output of a given 
input. It is typically expressed as a percentage, with a higher percentage indicating better 
performance. When compressing a model, it is important to maintain a high level of accuracy. 
However, the process of compression can sometimes lead to a reduction in accuracy, as some of the 
model's complexity is removed. This reduction in accuracy can be acceptable if the compressed 
model is still able to perform well enough for its intended application. In summary, accuracy is a 
critical metric for evaluating the performance of compressed deep learning models, and maintaining 
a high level of accuracy is important when compressing models for real-world applications. Eq. (1) 
shows the formula to calculate the accuracy of the model. 
 
Accuracy = Number of correct predictions/ Total number of predictions      (1) 
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3.2.2 Model size 
 

The model size is an important parameter in model compression that is used to assess the 
effectiveness of a compressed model. The amount of memory required to hold the model's 
parameters is referred to as model size. It is usually measured in terms of the number of parameters 
or bytes needed to store those parameters. The ability to deploy the model on systems with 
constrained memory or bandwidth makes a reduced model size desirable. Model compression 
methods, in general, strive to lower the size of the model while maintaining or enhancing its accuracy. 
Yet, model size and accuracy are frequently traded off. Although smaller models may be less accurate 
than larger models, it may be more efficient and easier to deploy. Eq. (2) was used to measure the 
size of the model before and after compression.  
 
Size of model = Number of parameters x Size of each parameter       (2) 
 
3.2.3 Inference time 

 
Inference time is an important metric in model compression that measures the amount of time 

required for the model to make predictions on new data. Inference time is extremely crucial in 
applications that require real-time predictions, such as autonomous vehicles, video processing, or 
image recognition. The model is more effective and better suited for real-time applications since a 
shorter inference time enables it to process more data in a given period. Pruning, quantization, and 
network architecture adjustment are common approaches used during model compression to lower 
the model's computational complexity.  

By lowering the number of computations required to make a prediction, these methods can 
contribute to faster inference times. To measure the duration, it takes for the model to process the 
input data and return the predictions, Python’s built-in module called ‘time’ was used in this 
experiment. In reality, model compression approaches are frequently assessed in terms of their 
impact on model size, inference time, and correctness. This enables developers to select the 
compression method that best balances these considerations for a specific application. 
 
3.3 Datasets 

 
In this paper, the performance of iris recognition algorithms was examined using three of the 

most widely used iris datasets: CASIA, UBIRIS, and MMU iris dataset. 
 

3.3.1 CASIA dataset 
 
The (CASIA) assembled the iris dataset as a collection of iris images for iris identification testing 

and study in this experiment. The dataset comprises 108 subjects who collectively contributed 1,000 
distinct iris images, with each person providing 9 to 10 images. The images were captured with the 
CASIA Iris Capture system, which takes photos of the iris using a near-infrared (NIR) sensor [24]. The 
images in the dataset have a resolution of 320 by 280 pixels and are in JPEG format. These are 
separated into two subsets: the CASIA-IrisV1-Lamp subset, which includes images captured under 
various lighting environments, and the CASIA-IrisV1-Interval subset, which includes images taken at 
intervals ranging from a few days to several months. 
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3.3.2 UBIRIS.v1 
 

This visible light iris dataset was created by the Portugal University of Beira Interior. The dataset 
contains 1,872 iris images from 624 subjects, each of whom contributed three images [25]. The 
images were captured with a visible light camera at a frame rate of 25 frames per second with a 
resolution of 640 × 480 pixels. The images are in JPEG format and range in size from 50 to 60 KB and 
were taken in two settings: indoors and outdoors. Images captured in controlled lighting conditions 
are included in the indoor scenario, while images captured in natural lighting conditions are included 
in the outdoor scenario. The dataset also includes segmentation masks indicating the iris and pupil 
region boundaries, as well as metadata such as subject ID, gender, and age. 
 
3.3.3 MMU iris dataset 

 
The Multimedia University in Malaysia created this visible light iris dataset. It is made up of 1,000 

iris images that a visible light camera recorded from 100 different people with each person providing 
10 images [24]. The photographs were taken with a visible light camera with a resolution of 640 x 
480 pixels and 8-bit vibrant colors. The images are in BMP format and are around 1.6 MB in size. The 
images were taken in two separate sessions, separated by a time gap of 1-2 weeks. The dataset 
comprises segmentation masks indicating the iris and pupil region boundaries, as well as metadata 
such as subject ID, gender, and age. Images are only partially captured because the subject's eyes are 
partially closed, the subject is looking away, or the subject's eyelashes partly covered the image of 
the subject's eyes [26]. 
 
3.4 Proposed Algorithm 

 
The iris recognition model must first undergo pruning to eliminate pointless weights and shrink 

the model. This can be accomplished using the approach of magnitude-based weight pruning. Then, 
through knowledge distillation, a smaller student model is taught to learn from the original, larger 
model which is the teacher model. The teacher model's output probabilities are imitated by the 
student model during training, which can speed up the student model's learning of iris pattern 
recognition. The student model is refined on the iris detection task to increase its accuracy on the 
test set after it has been pruned and distilled. 

The following Algorithm 1 can be used to visualize the entire architecture: 
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Algorithm 1: Combination of pruning and knowledge distillation. 
 

Input: Load the iris dataset 
Output: final model 

i. Train iris recognition model, epochs=30. 
ii. Perform magnitude-based weight, ratio=0.5, pruned model 
iii. Train knowledge distillation model known as a student model. 
iv. Fine-tune the student model. 
v. Evaluate the accuracy. 
vi. Select a model with the best accuracy. 

If student model > pruned model 
 Select the student model. 
Else 
 Select pruned model. 

 
In this study, two functions are crucial: create_large_model() and create_student_model(). For a 

Keras model, the prune_model() function was used to perform magnitude-based weight pruning. 
Finally, KnowledgeDistillationCallback() is a Keras callback function that performs knowledge 
distillation during the implementation of training.  

 
4. Results and Discussion  

 
This section presents the results and discussion of this study on the use of the VGG16 model for 

iris recognition, multimodal methods for model compression, and finally, the overall deduction will 
be presented. 
 
4.1 VGG16 Model  

 
The CASIA Iris V1 dataset was used to test each compression model technique in this experiment. 

Table 1 displays performance results based on accuracy, size for the VGG model, and inference time, 
which is the time taken to process an iris image. 
 

Table 1  
Result of performance parameter using VGG16 model 
VGG16 Original Pruning Quantization Knowledge 

distillation 
Multimodal 
(Pruning & KD) 

Accuracy (%) 90 89 89.71 90.19 91 
Model size (MB) 528.95 127.34 121.22 107.5 90.22 
Inference time (sec) 0.92 0.65 0.72 0.69 0.58 

 
Based on Table 1, without considering the multimodal technique, the highest accuracy is by using 

knowledge distillation. This technique is not only able to maintain the original accuracy but can also 
increase the value of this performance to 90.19%. As for the size model, there is a significant 
reduction from 528.95MB to 107.5MB by using the same compression method. The pruning 
technique also has the effect of reducing inference time from 0.92 seconds to 0.65 seconds. 
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Therefore, due to the results obtained, pruning and knowledge distillation were chosen to be 
hybridized. As expected, the results obtained after implementing this compression technique are 
very encouraging. Figure 7 shows the accuracy and loss graph by using multimodal methods for 
compressing VGG16. The accuracy shows how well the compressed model performs on the training 
and validation dataset. In contrast, the loss graph shows how much the output of the compressed 
model differs from the ground truth labels during training and validation.  

Based on Figure 7(a), the accuracy value for testing is higher at the beginning at 80% compared 
to training at 70%. However, the accuracy testing value ended with a lower value of 91% compared 
to training which was 93%. This indicates no sign of overfitting or other issues after compression of 
the model because both values are increased. The training loss starts at a higher value than the 
testing loss as depicted in Figure 7(b), which could indicate that the model does not fit the training 
data well initially [27]. However, it is essential to note that the value of the loss function can vary 
depending on the specific problem being solved and the choice of the loss function. As training 
progresses, both the training and testing losses decreased as expected, indicating that the model is 
learning to generalize well to new and unseen data. In this scenario, both the training and testing 
losses fell towards the end of training, it is a positive sign that the model is improving in terms of the 
model accuracy. 

 

  
(a) (b) 

Fig. 7. (a) Graph of accuracy and (b) Graph of loss for multimodal method 
 
Compared to other techniques, this multimodal technique can increase accuracy by up to 1% and 

simultaneously reduce the size of the model from 528.95MB to 90.22MB, or 5.9× compression rate. 
For the measurement of inference time, this combined technique reduces the processing time to one 
time from 0.92 seconds to 0.58 seconds. 
 
4.2 Multimodal Method for Model Compression 

 
This experiment is also continued by using two different types of iris datasets, UBIRIS.v1 and 

MMU Iris Database, to see if this combination of methods affects the performance of this model. 
Robustness in the iris recognition system refers to the ability of the system to accurately recognize 
iris patterns even in the presence of variations or distortions in the iris images. The iris recognition 
system should be able to handle different scenarios like changes in illumination, occlusion, blurring, 
rotation, and different imaging sensors. A robust iris recognition system should perform consistently 
even when the images are captured in different environments, at different times, and with different 
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equipment. Hence, in this case, there are three publicly available databases used to examine the 
robustness of the compression model. 

To further explain robustness in terms of the iris recognition system, let's look at this experiment. 
Table 2 shows the result when using three different iris datasets. The accuracy and inference time 
obtained while using the CASIA dataset is 91% and 0.58 seconds, respectively.   

 
Table 2 
Multimodal methods experiment on three iris datasets 
Dataset Accuracy (%) Inference time (seconds) 
CASIA 91.4 0.58 
UBIRIS.v1 90.0 0.66 
MMU Iris Database 90.9 0.75 

 
The results of the experiment using the multimodal method on three iris datasets show that the 

performance matrix obtained is more or less the same. The accuracy obtained using CASIA, UBIRIS, 
and MMU Iris Dataset is 91.4%, 90%, and 90.9%, respectively. This model is robust because it can 
perform well on the three datasets even though using different characteristics.  

In summary, the robustness of an iris recognition system is critical for ensuring accurate and 
reliable identification, especially in scenarios where environmental factors or medical conditions can 
affect the appearance of the iris. 
 
4.3 Overall Deduction 

 
This study aimed to investigate the impact of combination pruning and knowledge distillation in 

model compression on the performance of a CNN for iris recognition. The results show that 
compressing the model using a combination of pruning and knowledge distillation techniques can 
significantly reduce the number of parameters and computation while maintaining high accuracy on 
the test set. Based on the findings, we can infer that this model compression is an effective method 
for reducing the complexity of CNN models without affecting their performance. This finding is 
consistent with previous model compression research and emphasizes the potential benefits of 
compressing models for practical applications. 

The accuracy obtained by different compression techniques can vary depending on the specific 
use case and the dataset being used. In general, it's difficult to say which technique gives the best 
accuracy across all cases. This study uses the pruning technique because this technique involves 
removing unnecessary weight from the trained model to reduce the size and computational cost. 
This can positively impact accuracy when the pruned model retains the most important weights. 
Knowledge distillation leads to high accuracy when the student model can effectively learn the 
representations learned by the teacher model. As a result, the multimodal technique can increase 
+1% accuracy by using the CASIA Iris V1 dataset. 

Inference time may be simple enough for the model to process if it drops by only 0.34 seconds in 
an extensive dataset, indicating that it is highly optimized and efficient. This might happen when the 
model has previously experienced significant performance optimization and the data being 
processed is simple or low-dimensional. For instance, even if the model is highly tuned, the 
processing time may remain relatively high if the model is carrying out a simple classification task on 
a small dataset with few features. 

Additionally, the model is already running in a high-performance computing environment with 
significant computational resources, and the 0.34 second decrease in inference time represents a 
relatively minor reduction in processing speed due to the already high level of optimization. While a 
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0.34 second reduction in inference time may appear minor, it can be a significant improvement in 
certain settings, such as real-time applications where speed is crucial. In other cases, such as batch 
processing of large datasets, significant improvements in processing speed may be required to attain 
optimal performance. 

A comparison with the previous findings is shown in Table 3. According to the findings, accuracy 
is not affected by compression and can even increase to 1%, as opposed to CLIP-Q’s accuracy 
increasing by 0.7% and ThiNet's accuracy value decreasing by 1%. While for compression rate, ThiNet 
obtained the highest value. It is crucial to remember that these findings are exclusive to ImageNet's 
image classification tasks and might not apply to other tasks or datasets. In comparison, this study 
focuses on image recognition and uses the iris dataset as input to the VGG16 model.  
 

Table 3  
Comparison with previous studies using VGG16 and MobileNet’s model 
Dataset Model Dataset Accuracy (+/-) Compression rate 
ThiNet [28] VGG16 ImageNet -1.0% 16× 
CLIP-Q [14] MobileNet ImageNet +0.7% 7.6× 
Proposed model VGG16 CASIA +1% 5.9× 

 
In general, the best compression technique for a specific use case will depend on the particular 

requirements and constraints of that use case. It is often necessary to experiment with different 
techniques and compare the accuracy of the compressed models to determine the best approach. 
Previous studies also need to consider inference time to ensure that the model does not process an 
image for too long, affecting an application’s performance. 
 
5. Conclusions 

 
The study has presented a new method for model compression of CNN that combines weight 

pruning and knowledge distillation in a single framework. The key contribution of this study is 
creating a lightweight model for an iris recognition system that can run on a smartphone. The model’s 
accuracy can be increased to 1% by using a combination of compression methods in addition to 
maintaining the accuracy. The iris dataset was used as input to this model in this study, although 
most earlier studies employed CIFAR100 or ImageNet to pre-train the model before implementing 
the compression technique. The findings of this investigation will be carried forward to the following 
study, in which the compressed model will be embedded into the smartphone. The limitation of this 
study is that the researcher only used two combinations of compression models and there is still 
room to try combinations of other compression techniques. Generally, the findings demonstrated 
that the provided model compression techniques are effective in iris recognition compression and 
valuable in an iris biometric recognition system. 
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