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This article presents a review of the Genetic Algorithm (GA), a prominent optimization 
technique inspired by natural selection and genetics. In the context of rapidly evolving 
computational methodologies, GA have gained considerable attention for their efficacy 
in solving complex optimization problems across various domains. The background 
highlights the growing significance of optimization techniques in addressing real-world 
challenges. However, the inherent complexity and diversity of problems necessitate 
versatile approaches like GA. The problem statement underscores the need to explore 
the underlying operations and applications of GA to provide a nuanced understanding 
of their capabilities and limitations. The objectives of this review encompass delving 
into the fundamental genetic operators, such as selection, crossover, and mutation, 
while examining their role in maintaining diversity and converging toward optimal 
solutions. Methodology-wise, a systematic analysis of existing literature is undertaken 
to distil key insights and trends in GA applications. The main findings show the 
adaptability of GA in tackling problems spanning engineering, economics, 
bioinformatics, and beyond. By facilitating the discovery of optimal or near-optimal 
solutions within large solution spaces, GA proves its mettle in scenarios where 
traditional methods fall short. The conclusion underscores the enduring relevance of 
GA in the optimization landscape, emphasizing their potential to remain a pivotal tool 
for addressing intricate real-world challenges, provided their parameters are fine-tuned 
judiciously to balance exploration and exploitation. 
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1. Introduction 
 

Computers play a critical role in resolving difficulties in our everyday life. They provide numerous 
applications and benefits in biology, chemistry, physics, mathematics, geography, archaeology, 
engineering, and social sciences fields. Metaheuristic algorithms can be used to tackle complex 
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problems in a variety of domains, including engineering, management, economics, and politics from 
the previous studies [1]. Intensification and diversity are crucial components of a metaheuristic 
algorithm. Metaheuristic algorithms are divided into two categories: single-solution-based and 
population-based metaheuristic algorithms. The classification of metaheuristic algorithms is shown 
in Figure 1. 
 

 
Fig. 1. Classification of metaheuristic algorithms 

 
Simulated annealing (SA), taboo search (TS), microcanonical annealing (MA), and guided local 

search (GLS) are single-solution-based metaheuristics. Whereas population-based metaheuristics 
consist of genetic algorithm GA, particle swarm optimization (PSO), ant colony optimization (ACO), 
spotted hyena optimizer (SHO), emperor penguin optimizer (EPO), and seagull optimization (SOA) [2-
7]. 

John Holland from University of Michigan introduced GA in 1975 [8]. Chromosome 
representation, fitness selection, and biologically inspired operators are all essential components in 
GA. Combinatorial optimization problems, i.e., obtaining optimal solution values to problems with 
numerous possible solutions, are one of the applications of GA. In terms of adaptation, each 
challenge can be expressed in genetic terms. GA based on operators, representation, and fitness are 
no longer being developed. 

GA is one of the most widely used evolutionary algorithms, and it is based on Charles Darwin's 
natural selection principle [9]. This is reinforced by Gorunescu et al., [10], who claimed that 
evolutionary algorithms can be used to find value searches and solutions to a variety of optimization 
problems. The capacity to cope with complicated and parallel issues is why GA are preferred over 
other optimization algorithms. It can handle various optimizations regardless of the fitness of the 
objective function (linear vs nonlinear, continuous vs noncontinuous, or existence of random noise). 
As a result, this paper focuses on these aspects of GA. In essence, this paper will discuss on below 
topics: 

(i) general framework of GA; 
(ii) various types of genetic operators together with their pros and cons; 
(iii) variants of GA with their advantages and disadvantages; and 
(iv) applicability of GA in various fields.  

 
The article “Review of Genetic Algorithm: Operations and Applications" makes a significant 

contribution to the academic pursuit of advancing knowledge in the field of genetic algorithms by 
meticulously addressing a discernible research gap. Despite widespread acknowledgment of GA as 
effective tools for optimization and problem-solving, a full synthesis of their core operations and the 
large range of applications they cover has been significantly lacking in the scholarly literature. This 
article fills that hole well by undertaking a thorough and comprehensive examination of the 
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fundamental processes of GA—selection, crossover, and mutation—shedding light on their 
complicated interaction and functional relevance. 
 
2. Genetic Algorithm 
 

GA is an algorithm that seeks to apply an understanding of natural evolution to solve everyday 
problems. It is commonly utilized to tackle optimization, research, and machine learning problems. 

The approach taken by this algorithm is to combine various best solution options randomly in a 
set to get the best solution for the next generation to improve the solution’s fitness (suitability). GA 
is a search algorithm-based natural selection mechanism, and it is also one of the most suitable 
algorithms used to solve complex optimization problems that cannot be tackled by conventional 
methods. The flowchart of the general GA can be seen in Figure 2 [11]. 
 

 
Fig. 2. Flowchart of the general GA 

 
The solution produced by GA is called a chromosome and a set of chromosomes is called a 

population. Chromosomes are formed from an arrangement of components called genes and their 
values can be numerical, binaries, symbols, or characters depending on the problem to be solved. 

Figure 3 shows the chromosome selection process uses Darwin's concept of evolutionary rules, 
i.e., chromosomes with high fitness values will have a greater chance of being reselected in future 
generations. 
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Fig. 3. Gene, chromosome, and population 

 
The operators used in GA can be seen in Table 1. 
 

Table 1 
Operators used in GA 
Type of operator Example 
(i) Encoding Binary Encoding, Octal Encoding, Hexadecimal Encoding, Permutation 

Encoding, Value Encoding, Tree Encoding 
(ii) Selection Roulette Wheel Selection, Rank Selection Tournament Selection, 

Boltzmann Selection, Stochastic Universal Sampling 
(iii) Crossover Single Point Crossover K- Point Crossover Uniform Crossover Partially 

Mapped Crossover Order Crossover 
Precedence Preserving Crossover Shuffle Crossover 
Reduced Surrogate Crossover Cycle Crossover 

(iv) Mutation Displacement Mutation, Inversion Mutation Scramble Mutation, Bit 
Flipping Mutation, Reversing Mutation 

 
The operators of GA are discussed as shown in the next section. 
 
2.1 Encoding Scheme 
 

The encoding scheme an important role in converting the received information into a particular 
form. A common encoding scheme used in GA is Binary Encoding in which each gene or chromosome 
is represented as a string of 1 or 0 [12]. Octal Encoding, Hexadecimal Encoding, Permutation 
Encoding, Value Encoding, and Tree Encoding are also elements in the encoding scheme. The Binary 
Encoding scheme may not be suitable for some engineering design problems due to epistasis and 
natural representation. The comparison of different encoding schemes for GA is in Table 2. The 
fitness function for a certain encoding scheme, according to Goldberg [13], is determined by two 
factors: value and order. 

(i) Encoding systems in which fitness is solely determined by order: f(o), for example, 
Permutation Encoding [14]; 

(ii) Value and order encoding schemes: f(v,o), e.g., Binary Encoding;  
(iii) Value only encoding schemes: f(v), e.g., Value Encoding.  
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Table 2 
Type and example of binary 
Type of binary Example 
(i) Binary Encoding: 

A binary string is used to represent each 
chromosome in this format (0-1) [15]. In Binary 
Encoding, there are four types of crossover 
operations: 1-point crossover, N-point crossover, 
Uniform crossover, and Arithmetic crossover.  

Chromosome1 110101110010 
Chromosome2 110101110010 

 
 
 
  

(ii) Octal Encoding: 
The chromosome is represented using octal integers 
in this coding from the previous studies (0-7). 

Chromosome1 06254524 
Chromosome2 63726425 

 
 

(iii) Hexadecimal Encoding: 
Hexadecimal numbers are used to represent the 
chromosome in this format (0-9, A-F). 

Chromosome1 97AE 
Chromosome2 A2C6 

 

(iv) Permutation Encoding: 
In Permutation Encoding, each chromosome 
represents a location in a series; for example, in the 
traveling salesman problem, the string of numbers 
represents the sequence of cities visited by the 
salesman.  

Chromosome1 1 5 2 3 5 2 6 4 6 9 8 
Chromosome2 8 6 3 6 3 9 6 3 1 5 8 

 

(v) Value Encoding: 
A chromosome is represented as a string using 
Value Encoding, which can include integers, real 
numbers, characters, or objects. The crossover 
operator for integer values is the same as Binary 
Encoding. The values can be anything relevant to 
the problem, such as numbers or characters. 

Chromosome1 1.23, 2.12, 3.14, 0.34, 4.62 
Chromosome2 ABDJEIFJDHDDLDFLFEGT 

 

(vi) Tree Encoding: 
Tree encoding is mostly used in genetic 
programming to evolve programs or expressions.  

 
 
 
 
 
 
 
 

Chromosome1  
 
 
 
 
 

Chromosome2  
 
 
 
 

 

 
Binary representation in genetic algorithms is efficient and simple for discrete optimization 

problems, but it has limitations in precision, expression, and exploration. It is crucial to consider the 
problem's characteristics before choosing this representation, and a hybrid approach may be 
beneficial to combine its strengths. Table 3 shows the comparison of different encoding of GA. 
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Table 3 
Comparison of different encoding of GA 
Encoding Schemes Advantages Disadvantages 
Binary Easy to implement No support for an inversion operator 
Octal Easy to implement No support for an inversion operator 
Hexadecimal Easy to implement No support for an inversion operator 
Permutation Supports inversion 

operator 
No support for binary operator 

Value Does not need value 
conversion 

Requires specific crossover and 
mutation 

Tree Operators can be easily 
applied  

Difficult to design a tree for some 
problems 

 
2.2 Selection 
 

Selection is an important step in GA to determine whether a particular string will participate in 
the reproductive process or not [16]. Reproduction operators are also known as selection steps. 
Selection stress is an important aspect in determining the rate of GA concentration. The ability of GA 
to make progressively better chromosomes is determined by the population's selection stress. 
Selective emphasis can be achieved in two ways: by producing more chromosomes in the population 
and then selecting only the best chromosomes for the next generation, or by selecting only the best 
chromosomes for the next generation. The latter approach yields higher-quality chromosomes [17]. 

The next step in selective emphasis is to pick the best parent for chromosomes. This strategy 
results in a population with a limited number of chromosomes for future generations. Roulette 
Wheel Selection, Rank Selection, Tournament Selection, Boltzmann Selection, Stochastic Universal 
Sampling, and Elitism are all common chromosomal selection strategies. Figure 4 shows the basic 
selection process in GA. 
 

 
Fig. 4. Basic selection process 

 
Table 4 shows the several established selection approaches, namely Roulette Wheel, Rank, 

Tournament, Boltzmann, Elitism and Stochastic Universal Sampling. 
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Table 4 
Type and example of the selection 

Type of selection Example 
(i) Roulette Wheel Selection 

Each individual is assigned a piece of the 
roulette wheel, the size of which is precisely 
proportional to the individual level of fitness 
as shown in Figure 5. As a result, a large 
segment size value will lead to a high level of 
fitness. This process will continue until the 
desired number of people has been chosen 
[18]. 

 
Fig. 5. Roulette Wheel Selection 

 
(ii) Rank Selection  

Roulette Wheel Selection will have issues if 
the fitness values are substantially diverse, 
and Rank Selection can be used to address this 
problem. It enables each chromosome to 
acquire fitness from its position and is utilized 
to allocate position to a population as shown 
in Figure 6. Positions are ranked from best to 
worst in the selection process. Each individual 
in the population was assigned a numerical 
rank based on their fitness, with selection 
dependent on their position [19]. 

 
Fig. 6. Ranking between different 
chromosomes 

 
(iii) Tournament Selection  

Figure 7 shows that several people are chosen 
at random from the population in the 
Tournament Selection process. The best 
fitness in the tournament determines the 
winner. The selection pressure can be easily 
modified as the size of the competition 
changes. According to Miller and Goldberg 
[20], enhanced selection pressure can be 
achieved by simply raising the size of the 
competition, as winners of larger tournaments 
will, on average, be fitter than winners of 
smaller tournaments. Tournament Selection is 
also extremely popular in literature as it can 
even work with negative fitness values. 

 
Fig. 7. Process in Tournament Selection 

 

(iv) Boltzmann Selection 
Figure 8 shows that the selection rate is 
controlled by the constantly changing 
"temperature" according to the Boltzmann 
Selection schedule. The temperature rises 
quickly, indicating a low selection pressure. 
The selection pressure will rise as the 
temperature gradually drops, allowing the GA 
to narrow closer to the best section of the 
search area while retaining an appropriate 
level of diversity. In Monte Carlo simulation, 
this selection strategy is based on entropy and 
significance sampling methods [21]. It 

 
Fig. 8. Process in Boltzmann Selection 

 

Chromose A Chromose B Chromose C
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naturally leads to adaptive fitness, in which 
the fitness function changes with the 
environment rather than remaining constant. 

(v) Stochastic Universal Sampling  
Figure 9 shows that the Stochastic Universal 
Sampling is similar to Roulette Wheel 
Selection, except that instead of having only 
one fixed point, it has numerous fixed points. 
As a result, all the parents are chosen in a 
single-wheel spin. Furthermore, such a system 
encourages highly fit people to be chosen at 
least once. 

 
Fig. 9. Stochastic Universal Sampling 

 
(vi) Elitism 

Figure 10 shows that Elitism is a repeated 
selection process used to keep individuals with 
the greatest fitness values from deteriorating 
during evolution. This is because when 
crossovers are performed, it is quite likely that 
those with high fitness levels will lose fitness. 
No changes will be made by this technique 
because the best individuals can be passed on 
to the next generation [22]. 

 
Fig. 10. Elitism 

 
Table 5 presents a comparative analysis of several selection techniques employed in the context 

of (GA). 
 

Table 5 
Comparison of different selection techniques of GA 
Selection Techniques Advantage Disadvantage 
Roulette Wheel Easy to implement Premature convergence risk 
  Depends upon variance 
Rank Preserve diversity Slow convergence 
 Free from bias Sorting required 
Tournament Preserve diversity Loss of diversity when the 

tournament size is large 
Boltzmann Global optimum 

achieved 
Computationally expensive 

Stochastic Universal 
Sampling 

Fast method Premature convergence 

Elitism Preserve the best 
individual in the 
population 

The best individual can be lost 
due to crossover and mutation 
operators 
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Hasan and Hussein [23] described and compared the performance of three types of GA selection 
strategies to solve the Travelling Salesman Problem. Roulette Wheel Selection was used to solve 
large-sized problems while Tournament Selection was used for small-sized problems. The best option 
is to use a ranking system. Poonam and Aggarwal [24] achieved the best result when applying 
Roulette Wheel Selection with two-point crossover and Tournament Selection with a one-point 
crossover. 
 
2.3 Crossover 
 

Crossover is the process of crossbreeding between genes and two parents. The crossover 
operator is a genetic operator that combines (mates) two chromosomes (parents) to produce a new 
chromosome (offspring). Crossover occurs during evolution according to a user-definable crossover 
probability. The well-known crossover operators are single-point crossover, two-point crossover, and 
uniform crossover [25]. A number of chromosomes can be represented with a reduced number of 
alleles. 1-point crossover, N-point crossover, Uniform crossover, and Arithmetic crossover are all 
potential crossover procedures in binary encoding. This is generally used in the Knapsack problem. 
The type and example of a crossover in GA can be seen in Table 6. 
 

Table 6 
Type and example of a crossover 
Type of crossover Example 
(i) Single-point Crossover 

A random crossover point is chosen in a single-
point crossover. The genetic information of two 
parents who have progressed beyond that point 
will be exchanged [26]. To create the new 
offspring, it replaced both parents' tail array bits 
as shown in Figure 11. When a single point 
crossover occurs, the head and tail of one 
chromosome separate, and if both have good 
genetic material, none of the offspring will 
inherit both good traits [27]. 

 
Fig. 11. Single-point crossover 

(ii) Two-point Crossover 
Figure 12 shows that two or more random 
crossover points are chosen in a two-point 
crossover, and the genetic information of the 
parents is swapped according to the segments 
formed [26]. To produce new offspring, the 
parents’ middle segment is replaced. 

 
Fig. 12. Two-point crossover 

 
(iii) Uniform (Intermediate) Crossover  

Figure 13 shows that a parent cannot be 
decomposed into segments in a uniform 
crossing. Each gene in the parent can be handled 
separately. A researcher can choose whether to 
switch the gene with the same position on 
another chromosome at random [26].  

Fig. 13. Uniform (intermediate) crossover 
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(iv) Arithmetic Crossover 
Figure 14 shows that this crossover operator 
joins the two parent chromosomes in a linear 
way. Two chromosomes are selected at random 
for crossover, resulting in two children who are a 
linear mix of their parents [27]. 

 
Fig. 14. Arithmetic crossover 

 
Table 7 shows the comparison of different crossover techniques. From this table, it is observed 

that single-point and two-point crossover techniques are easy to implement while the uniform 
crossover is suitable for large subsets. 
 

Table 7 
Comparison of different crossover techniques 
Crossover Techniques Advantages Disadvantages 
Single-point Easy to implement Less diverse solutions 

Simple 
Two-point Easy to implement Less diverse solutions 

Applicable on small subsets 
Uniform Unbiased exploration 

Applicable on large subsets 
Better recombination 
potential 

Less diverse solutions 

 
2.4 Mutation Operators 
 

Mutation is the process of replacing one of the selected genes with a certain value. Mutations 
are operators that maintain genetic diversity from one population to the next. Shifts, simple 
inversions, and scrambling mutations are mutation controllers. The Evolutionary Algorithm (EA) 
community is becoming more aware of the significance of mutation and there is a rising interest in 
examining its characteristics more closely [28].  

The Displacement Mutation operator replaces a substring of a particular individual solution 
within itself. The Simple Inversion Mutation operator inverts a randomly selected string and places it 
at a random location [16]. Whereas the Scramble Mutation operator serves as an individual solution 
in random order and checks whether the suitability value of the recently generated solution is 
improved or not by placing elements in a certain range. This article focuses on three types of 
mutations namely, Displacement Mutation, Simple Inversion Mutation, and Scramble Mutation. The 
type and example mutation of in GA may be shown in Table 8. 
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Table 8 
Type and example of a mutation 
Type of mutation Example 
(i) Displacement Mutation 

In individual solutions, Displacement Mutation is 
used to displace substrings as shown in Figure 
15. The displacement places are chosen at 
random from the substrings calculated, resulting 
in both correct solutions and random 
displacement mutations [29]. Exchange 
mutations and insertion mutations are two types 
of Displacement Mutation. In the exchange 
operator and the insertion mutation, a part of 
the individual solution is either exchanged with 
another part or inserted at different sites [16]. 

 
Fig. 15. Displacement Mutation 

 
 

(ii) Simple Inversion Mutation 
Figure 16 shows that the Simple Inversion 
Mutation is like Scramble Mutation in that it 
selects a subset of genes, but instead of shuffling 
the selection, it simply inverts the entire string in 
the subset. 

 
Fig. 16. Simple Inversion Mutation 

 
(iii) Scramble Mutation 

Figure 17 shows that the scramble mutation is a 
commonly used permutation operator where a 
random subset of genes in a chromosome are 
selected and their values are randomly shuffled. 

 
 

Fig. 17. Scramble Mutation 
 

The mutation process aids in the prevention of GA descent towards local extremes [30]. This 
statement is supported by Sivanandam et al., [12] where mutations work to improve beneficial genes 
that have been lost owing to genetic processes, but they also harm existing genetic information. The 
number of copies of the chosen gene will be tallied to determine which chromosomes and genes it 
resides on. The comparison of different mutation techniques in Table 9. 
 

Table 9 
Comparison of different mutation techniques 
Mutation Techniques Advantages Disadvantages 
Displacement Mutation Easy to implement. 

Applicable for small 
problem instances 

Risk of premature convergence 

Simple-Inversion Mutation Easy to implement Premature convergence 
Scramble Mutation Affects a large number of 

genes 
Applicable on large problem 
instances 

Disturbance in the population 
Deterioration of solution quality in 
some problems 

 
3. Fitness Functions 
 

The development of a viable fitness function is an important stage in GA because its performance 
is largely determined by the effort required to develop a workable fitness function [31]. The fitness 
function determines how near a given solution is to the ideal answer for the problem. It establishes 
the appropriateness of a solution. Each chromosome in the population will be counted for fitness in 
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the GA to find the chromosome with the highest fitness value. GA is highly sensitive to fitness values, 
so it is critical to track fitness not only to avoid early concentration but also to keep the population 
diverse. Any fitness function should be able to meet the following criteria [32]: 

(i) The fitness function must be defined precisely. 
(ii) A reader should be able to grasp exactly how the fitness score is determined. 
(iii) The fitness function should be well-implemented. The total efficiency of the GA will be 

diminished if the fitness function becomes the bottleneck of the algorithm. 
(iv) The fitness function should be able to quantify how well a given solution fits the problem. 
(v) The fitness function should produce understandable results.  
Besides that, according to Helshani [33], the fitness function may be used to assess the overall 

performance of the operation rather than individual rules. 
 

4. Applications 
 

GA has been used successfully in a few application areas and various NP-hard tasks with high 
accuracy rates [29]. GA is also widely used for a wide variety of problems, including: 

(i) Optimization 
The term "optimization" refers to the process of determining input values in order to obtain 
the "optimal" output values. The term "best" has several meanings depending on the 
situation, but in mathematics, it refers to maximizing or reducing one or more objective 
functions by changing the input parameters [34]. In optimization, some sets of input are 
provided, and the output is generated based on the input as shown in Figure 18 [35]. 

 

 
Fig. 18. Processing of data 

 
GA used in optimization includes numerical optimization and combined optimization 

such as Traveling Salesman Problem (TSP), Integrated Circuits (IC) Design, Work Scheduling, 
Video and Voice Optimization. The steps required in some GA optimization applications are 
as follows: 

Step 1 - Model existing systems using WaterCAD, EPANET, etc. 
Step 2 - Model calibration based on field measurements. 
Step 3 - Determine future water needs to be met and the design and performance criteria 
to be met. 
Step 4 - Identify possible options for new procurement or restoration of pipes, reservoirs, 
pumps, and valves as well as handling options. 
Step 5 - Formulate a GA routine for the decision variables. 
Step 6 - Connect the hydraulic model to the GA routine. 
Step 7 - Run the GA and get input and instructions from the hydraulic expert. 
Step 8 - Complete the generated alternatives and validate them. 

 
(ii) Automatic Programming 

GA for automated programming, among others, carries out the evolutionary process of 
computer programs in designing computational structures, such as cellular automata and 
isolation networks. 

 
 

Set of input Process Set of outputs 
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(iii) Machine Learning 
GA has been successfully used to predict protein structure and design neural circuits to carry 
out the evolutionary process of rules in learning classroom systems or symbolic output 
systems. GA can also be used to control robots. 

(iv) Economic Model 
In economics, GA is used to model the process of innovation and development of breeding 
strategies. 

(v) Immune System Model 
Examples of the use of GA in this field are to model various aspects of the innate immune 
system, including somatic mutations during an individual’s lifetime and finding multiple gene 
families throughout evolution. 

(vi) Ecological Model 
GA can also be used to model ecological phenomena such as the co-evolution of host 
parasites, symbiosis, and resource flow in ecology. 

 
This article focuses on eight applications of GA: Scheduling Optimization, Traveling Salesman 

Problem (TSP), Support Vector Machine (SVM), Pipeline Network Optimization, Vehicle Routing 
Problem (VRP), Product Design, and Multimedia and Operation Management. 
 
4.1 Scheduling Optimization 
 

A schedule is a collection of several meetings at a particular time. Project duration should be 
emphasized during the planning stage to ensure optimal scheduling. Scheduling problems arise in 
various fields including construction, manufacturing, and software development. Due to its 
importance, project scheduling issues have been well researched by OR (Operations Research) and 
AI (Artificial Intelligence) researchers. The GA method has been widely used by previous researchers 
to tackle a variety of combination problems such as planning and production scheduling in the 
manufacturing industry. Apart from that, research proposed a multi-criteria optimization to schedule 
projects with cost and length limitations. To arrive at a suitable solution, they constructed a GA that 
uses co-evolution and Pareto principles [36]. Previous research has discussed how to create a good 
schedule by prioritizing minimum project duration. Some of the advantages of GA in problem-solving 
is it can be used to optimize discrete or continuous variables, is useful for analyzing large amounts of 
data, is beneficial in solving complex problems and provides a list of solutions to a problem. GA are 
also effective in tackling problems with the following characteristics: 

(i) The problem space is large, quite complex, and quite difficult to understand. 
(ii) No complicated calculation is required. 
(iii) Researchers expect a solution that is good or acceptable. it does not have to be the optimal 

solution. 
(iv) Problems related to time, such as problems in real-time systems. 

 
Algorithms are necessary to optimize the duration of a project by scheduling activities. A 

chromosome, represented as a matrix, contains the sequence of activities and their start and 
completion times. The population is randomly formed, and the start and completion times are 
calculated. Crossbreeding and mutation processes are then carried out. Previous research has shown 
that these methods can produce a sequence of tasks that minimize objectives such as production 
time and meeting deadlines. Genetic algorithms have successfully solved scheduling problems like 
Job-shop Scheduling Problem, Flexible Job-shop Scheduling Problem, Distributed and Flexible Job-
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shop Scheduling Problem, No-wait Flow Shop Scheduling, and Integrated Process Planning and 
Scheduling. 
 
4.1.1 Genetic algorithms operators used in scheduling optimization 
 

These operators, including selection, crossover, mutation, and others, play a pivotal role in 
shaping the algorithm's performance and convergence characteristics. By dissecting and examining 
the intricacies of each operator, we intend to shed light on their specific roles and impacts within the 
context of scheduling problems. 

(i) Initial Population 
The first step in population development is to generate a random number based on the 

size of the chromosome. Machine numbers are used to calculate population size based on 
job numbers (n × m). In the initial population, chromosomes are created by generating a 
random number of jobs with a limit on the appearance of numbers that is equal to the 
number of machines in order for new chromosomes to develop in a single population. 

(ii) Selection 
Reproduction is the stage of chromosomal string copying [37]. The process of selecting 

parental chromosomes for a population is known as selection. The fitness value is used 
during stain breeding and selection to determine which chromosome will be the parent. The 
higher the value of chromosomal fitness, the more likely it is to be chosen. Roulette Machine 
and Tournaments are the two most popular alternatives in JSP. A Roulette Machine is used 
to select parents based on the fitness value of each chromosome and random numbers are 
as follows [38]: 

(a) Determine the time spent on each schedule (chromosome). 
(b) Determine the schedule's overall duration (chromosome). 
(c) Determine the fitness value of each chromosome. 
(d) Determine how many chromosomes are there in total. 
(e) Determine the fitness probability for each chromosome. 
(f) Consider how much intelligence each chromosome has accumulated. 

 
(iii) Crossover 

The process of joining two people to form a new individual with a high fitness value is 
known as crossover [37]. By merging sections of the parent chromosome crosswise to 
generate a new chromosome, the crossover will modify different parts of the parent 
chromosome. Because the crossover process is governed by velocity and random values, not 
all chromosomal pairs undergo this crossover process. 

(iv) Mutation  
A mutation happens when one or more genes on a chromosome are replaced without 

the involvement of another chromosome. During evolution, mutations are carried out at a 
set rate. If the mutation rate is set too fast, the progeny will revert to primitive random 
search patterns [38]. However, if the rate is too slow, the process will be slowed, and the 
required result will not be achieved. The range of good mutations is between 0 to 0.3 [39]. 
If the mutation is too big or too little, it may be caught in the local optimum, making 
convergence difficult to achieve. At the bit stage, mutations are utilized to finish JSP [38]. 
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4.2 Traveling Salesman Problem (TSP) 
 

For future generations to be healthier, it is important for them to come from healthy families. 
This is because individuals who are in good physical shape are more likely to have beneficial 
mutations. To solve Traveling Salesman Problems (TSP), a similar concept is used where different 
solutions are combined to create a new and optimal solution. The TSP was first proposed in 1800 by 
William Rowan Hamilton and Thomas Kirkman, and it involves finding the shortest route between 
two places with the condition that each place is visited only once. There are several algorithms that 
can be used for TSP problems, including nearest neighbour heuristics, cheapest insertion heuristics, 
and GA. GA is advantageous for larger problems as it allows for faster computation times compared 
to other algorithms. 

Ravichandran and Naganathan [40] addressed the problem of selecting route to a given 
destination on an actual map under a static environment by using GA. It is shown that the best route 
selection problem in network analysis can be solved with GA through efficient encoding, selection of 
fitness function, and various genetic operations. Helshani [33] solved TSP using GA to determine the 
optimum route on Google Maps. Lin et al., [41] presented an improved Hybrid Genetic Algorithm 
(HGA) to solve two-dimensional Euclidean TSP, in which the crossover operator is enhanced with a 
local search. 
 
4.2.1 Genetic algorithms operator used in TSP 
 

In the realm of TSP, GA serves problem-solving tools. GA inspired by nature's evolution process, 
use a set of operators such as selection, crossover, and mutation to navigate through a vast solution 
space. These operators guide GAs in finding optimal or near-optimal solutions for complex scheduling 
challenges. The following are the GA operators used in TSP. 

(i) Initial Population 
Integer data representation is used in GA for TSP. Data are provided in the form of a 

series of integer sequences, in which one series represents individuals called chromosomes. 
Chromosomes consist of a set of genes that are integers. The genes in the chromosome 
represent the visiting position. 

(ii) Evaluation 
Evaluation is performed by calculating the distance between cities on a path that has 

been arranged in the chromosomes. Since each locus contains a number that represents 
each city, the calculation of suitability value is performed by summing the distance between 
the original city and the first locus, the city in the first locus and the second locus, and then 
returning to the original city. The evaluation process finds the distance between location 
genes and then adds them to the initial distance from each chromosome that has been 
generated. 

(iii) Selection 
Chromosome selection is performed so that only quality chromosomes can proceed to 

the next GA process. In the selection process, fitness parameters are used to determine how 
long a chromosome will survive. Selection is a crucial stage in genetic algorithms that 
determines whether a specific string will be involved in the reproduction process or not [42].  
The ability of GA to progressively produce better chromosomes depends on the selective 
pressure applied to the population. Selection methods that are often used include Roulette 
Wheel Selection, Rank Selection, Elitism, and Tournament Selection. Figure 19 shows 
examples of TSP. 
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Fig. 19. Examples of TSP 

 
Roulette Wheel Selection is the simplest and most widely used selection method. In this 

method, parents are selected based on fitness values where a greater fitness value is likely 
to be selected. Each chromosome is selected based on fitness value. Meanwhile, Elitism 
method selects individuals to be used in future generations based on the arrangement of 
intelligence values. While Stochastic universal sampling is effective for the Travelling 
Salesman issue, classic Roulette wheel selection becomes more efficient as the issue size 
grows [43]. This selection process is done by arranging all chromosomes in one generation 
and then taking the total population sizes desired. Each pathway in the initial population 
calculated distance, fitness value, fitness probability, and cumulative fitness probability. 

 
(iv) Crossover 

The hybridization process involves mating two chosen parents to create offspring. The 
offspring inherit genes from both parents. To ensure the arrangement of values on the 
chromosome remains consistent, a single-point crossover is used in conjunction with the 
Order Crossover (OX) operator. Chromosome crossing occurs in pairs, and if there is an odd 
number of chromosomes selected for crossing, some will be excluded. 

(v) Mutations 
Swap mutation is used in this case because permutation encoding is being used, which 

involves changing the values of two genes within a chromosome. The number of genes that 
will mutate needs to be determined beforehand in order to determine the length of a 
chromosome. The position of a mutated gene is determined by generating a random number 
based on the number of genes to be mutated. Reciprocal Exchange Mutation is a simple 
mutation method that randomly selects two positions and swaps their values. 

 
4.3 Support Vector Machine (SVM) 
 

SVM, a machine learning technique, is gaining popularity because of its attractive features and 
promising performance. It has been successfully used in various fields for both linear and non-linear 
classification problems. In order to classify data that cannot be separated linearly, kernel functions 
are employed with parameters that impact the accuracy of SVM. The optimal kernel parameters are 
determined using GA, through selection, crossover, and mutation, and are then used as model 
parameters for SVM. One of the challenges faced when using SVM is determining the best 
parameters. Setting the appropriate kernel parameters is essential for SVM to enhance its accuracy 
in classification and regression tasks. The parameters that should be optimized include penalty 
parameter (C) and kernel function parameters such as gamma (g) for the radial basis function (RBF) 
kernel. GA is recommended as the best parameter search method for SVM. The best C and g can be 
obtained through selection, crossover, and mutation, and the best parameters are used for the 
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damage detection of SVM. The system of SVM optimized by GA is shown in Figure 8 [44]. Genetic 
method (GA) is a widely studied evolutionary method used for optimization challenges [45]. Figure 
20 shows a linear separation of two classes with an SVM classifier. Samples on the margin are called 
the support vectors [46]. 
 

 
Fig. 20. Linear separation of two classes with an 
SVM classifier [46] 

 
Algorithmic support vectors were developed to help decide whether these machines are capable 

of handling high-dimensional data sets and solving classification and regression problems with linear 
or nonlinear kernels. However, the SVM has problems in selecting the appropriate parameters to 
improve optimization. Thus, GA is used to select the appropriate parameters to be used in the SVM 
method. 

SVM is a two-class classification method as shown in Figure 21, and this theory is based on ideas 
of structural risk. SVM uses kernel functions to map input data to high-dimensional space and find 
the optimal hyperplane to separate the data of the two classes [47]. The vector space should be 
separated by two different classes to obtain the optimal hyperplane. The optimal hyperplane is the 
furthest distance from the hyperplane of the two classes. SVM uses a kernel function to assist fit a 
hyperplane surface to the training data [48]. In linear separation problems, the optimal hyperplane 
can separate two different classes well and the vectors closest to the optimal hyperplane are called 
support vectors. SVM parameters used GA to successfully solve classification problems on 3 data 
namely UCI Machine Learning Repository (Image Letter Recognition, Pima Indians Diabetes, and 
Protein Localization Site). Syarif et al., [49] found that the time required for GA to optimize SVM 
parameters is 15.9 times faster than the Grid Search method. 
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Fig. 21. SVM system optimized by GA 

 
4.3.1 Genetic algorithms operator used in SVM 
 

In the context of Support Vector Machines (SVM), Genetic Algorithm (GA) serve as a valuable tool 
for optimizing the selection of relevant features and tuning the hyperparameters, thereby enhancing 
the SVM's performance. One of the key GA operators employed in this context is the feature selection 
operator. This operator efficiently explores the high-dimensional feature space to identify the most 
informative features, consequently reducing the dimensionality and computational complexity of the 
SVM model. The selection, crossover, and mutation operators within the GA framework aid in 
systematically searching for the optimal combination of hyperparameters, thereby improving the 
SVM's ability to classify data accurately and efficiently. The following are the GA operators used in 
SVM. 

(i) Fitness Function 
Fitness function is an important factor in the evaluation and evolution of SVM. The fitness 

function directs the superordinated evolutionary learning process, which determines the 
likelihood that an individual can pass genetic information on to future generations. The most 
difficult part of the GA-based SVM parameter optimization process is designing a fitness 
function that produces SVM parameters that are dependable and effective for SVM models. 
K-fold cross-validation (CV) is a widely used approach for evaluating an SVM classifier's 
generalization capabilities. Instead of classification accuracy, cross-validation accuracy (CVA) 
is used as the fitness function in the evolutionary algorithm [50]. 

(ii) Selection 
 Selection is done in the form of a tournament with a two-player field. In addition, the 

Elitism technique is used to ensure that the best SVM is included in the following generation. 
(iii) Crossover 

The aim of this process is to combine the previously retained solutions to find interesting 
aspects (peaks and thresholds) of several solutions in new individuals [51]. The crossover 
operator is implemented as a uniform crossover, which means that all genes between two 
random sites on a chromosome are swapped between two genotypes representing parents 



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 40, Issue 1 (2024) 1-34 

19 
 

for the two resulting new genotypes. For kernel aggregation and kernel exponent, the 
crossover can be used on chromosomes, whereas mutation can be used on all chromosomes. 
The actual utilization of a genetic procedure is determined by user-defined rates. Research 
suggested the use of a high rate of crossing over and a low rate of mutation [52]. 

(iv) Mutation 
Mutation is carried out as a stepwise increment or decrement with a defined step size, 

resulting in a new value that falls between the minimum and maximum boundaries. Binary 
genes can be modified by flipping 0 to 1 and vice versa [52]. 

 
4.4 Pipeline Network Optimization 
 

The pipeline is an important component in infrastructure and industry. For example, in clean 
water systems, GA can be used to determine the dimensions of pipeline hydraulic models and 
optimize new network planning. A relatively comprehensive approach to the use of GA for pipe 
network optimization has been developed over the last ten years [53]. Besides, GA is a powerful 
technique that can locate the lowest-cost network in a small number of hydraulic simulations 
compared to the search space's size. Furthermore, GA offers a variety of near-optimal options for a 
designer to evaluate. GA is simple to apply and could result in significant capital cost reductions for 
water delivery providers. The goal of the optimization model is to reduce the pipe network 
investment cost to ensure construction efficiency and reduce the discrepancy. The most economical 
set of pipe sizes can be determined through the GA method. In the problem of water pipeline 
optimization, the main purpose is to obtain the cheapest cost [54]. Nevertheless, the design of water 
pipeline networks is a difficult problem to solve. According to Jung and Karney [55], the use of the 
optimal design of a pipe network considering both steady and transient states using GA and particle 
swarm optimization (PSO). Integration of GA and PSO with a transient analysis technique can improve 
the search for hydraulic protection devices in a pipe network [56]. Both optimization programs GA 
and PSO were inspired by natural evolution and adaptation with excellent performance for solving 
moderately complex real-world problems which are highly nonlinear and demanding [55]. This 
statement is supported by Jung [57] that GA and PSO have a similar evolutionary history and produce 
optimal solutions. However, GA is very precisely used for solving complex and difficult optimization 
problems using conventional methods. In a pipe network optimization problem, the main notion of 
GA is to pick a population of initial solution points at random in the optimization space, then converge 
iteratively to better solutions until the required stopping requirements are met [58]. As with 
evolutionary processes in nature, a simple GA generally consists of three operators, namely: 
reproductive operator, crossover operator, and mutation operator. Four differences between GA and 
other methods are as follows: 

(a) GA manipulates a set of encoded parameters. 
(b) GA starts from a population of points and not from a single heuristic point. 
(c) GA uses existing information directly and does not take advantage of derivatives or another 

additional knowledge. 
(d) GA uses probability transition rules and not deterministic rules 

 
To solve this problem, we will use eight different parts initializations of population, decoding of 

chromosomes, fitness values, parental selection, crossover, mutation, elitism, and population 
replacement. These parts work together to find the best solution. We can visualize how they are 
connected in Figure 22 [59]. The optimizer method will help us figure out the best sizes for the pipes. 
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This is important because smaller pipes can save money and create more pressure for a specific 
design [60]. 
 

 
Fig. 22. The optimization model algorithm [59] 

 
4.4.1 Genetic algorithms operator used in pipe network optimization 
 

GA provides a variety of operators, including selection, crossover, and mutation, that are 
specifically designed to optimize pipe networks. These operators allow GA to experiment with and 
refine alternative network designs, pipe diameters, flow rates, and operating tactics over 
generations. By doing so, GA may efficiently balance competing objectives such as cost reduction, 
increased water distribution efficiency, and network resilience. The selection operator seeks superior 
solutions, the crossover operator combines promising elements from several designs, and the 
mutation operator adds diversity and adaptation to the expanding population. Thus, Genetic 
Algorithms play a critical role in pipe network optimization, providing a data-driven and automated 
way to address the numerous issues encountered by hydraulic engineers and urban planners in 
guaranteeing dependable and efficient water distribution systems. The following are the GA 
operators used in Pipe Network Optimization. 

(i) Initial Population 
A coding technique is used to generate an initial population of feasible solutions (pipe 

diameters). Coding is a crucial aspect of algorithm formulation in heuristic methods such as 
GA because it determines the size of the domain space and the level of discretization 
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precision necessary [60]. GA use uses binary encoding to depict chromosome-like solutions. 
Therefore, an initial population of solutions is generated using a random number generator 
[61]. 

(ii) Selection 
For the selection process, the Elitism method is used. Through crossover, the chosen 

solutions are merged to produce offspring at a predetermined rate (e.g., 0.60). A blended 
one-point crossover method is used to mix the variable values from two parents to improve 
the ability to generate new information [62]. At a randomly chosen crossing point, a single 
child variable value calculated from Eq. (1) 𝜌new, is created by combining the values from the 
two parents [63]. 

 
𝜌new = 𝑟𝑜𝑢𝑛𝑑	{𝛾 ∗ 𝜌!" + (1 − 	𝛾) ∗ 𝜌#"}         (1) 
 

(iii) Crossover 
Each pair of strings in the new population is considered in the tum. Alternatively, a 

random crossover point is selected along the m-bit string (e.g., position 5). The digits from 6 
to m of the 1st string are moved to the digit positions 6 to m of the 2nd string, while the 
corresponding digits of the 2nd string are moved to replace the end of the 1st string [61]. 
The crossover-blending method used in water distribution networks has the advantage of 
ensuring that the offspring variables (pipe diameters) fall within the range of commercially 
available diameters. Additionally, the coding scheme ensures that the variables always 
adhere to the velocity limitations based on the corresponding flow rates. 

(iv) Mutation 
The mutation operator is used to change a digit's value to another value by randomly 

selecting a digit location along the string. The mutation operator is also designed to change 
the diameter size for each parameter within the allowed specified values range with respect 
the commercial diameter boundaries and velocity constraints for each pipe [62]. 

 
4.5 Vehicle Routing Problem (VRP) 
 

Vehicle Routing Problem (VRP) is a defining problem efficient and optimal route search i.e., using 
several vehicles to take off or pick up goods [64]. VRP is found in vehicle, service or goods distribution 
systems. Passenger capacity and total distance travelled must be considered in determining the route 
to be travelled by a vehicle. Among the components contained in VRP are customers, depot, guide, 
and vehicle traffic. VRP is one of the transportation problems in distributing products to consumers 
using vehicles with the aim of minimizing the predetermined distribution function [65]. VRP can be 
distributed to several types. The main problem in VRP is how to determine the route of the vehicle 
so that each customer is served exactly one vehicle, customer demand is met, and the total distance 
travelled is a minimum for all vehicles. Thus, the use of GA is important to find an optimal solution 
for a relatively short time [66]. The components needed to implement GA are the parameters, initial 
population, evaluation of fitness function, selection process and genetic operators such as crossover 
and mutation [67]. GA was implemented on the coordinated production and transportation problem 
in as a mixed-integer linear programming problem [67]. GA are procedures that resemble the 
evolutionary process (selection, crossover, and mutation processes). Data is presented in the form of 
a series of integer sequences, in which one series represents individuals or chromosomes which 
consist of a set of integer genes. The genes on the chromosome represents the customer being visited 
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and the position of the gene represents the position of the visit; thus, the chromosome represents 
the path traversed by the vehicle. Figure 23 shows a flowchart of the VRP solution using GA [68]. 
 

 
Fig. 23. Flowchart of VRP solution using GA 

 
4.5.1 Genetic algorithms operator used in Vehicle Routing Problem (VRP) 
 

Genetic Algorithms (GAs) are used to identify efficient solutions to the Vehicle Routing Problem 
(VRP). These operators include selection, crossover, and mutation. The selection operator discovers 
promising routes based on parameters such as distance, truck capacity, and time limits. The mutation 
operator adds diversity by exploring new paths. GA thrives not just in the conventional VRP but also 
in its complicated versions, making them excellent instruments in logistics and transportation 
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optimization. Using these operators, GA methodically seek for ideal vehicle routes that 
minimize costs, maximize resource utilization, and conform to operational limitations, solving the 
practical issues of contemporary logistics. The following are the GA operators used in VRP. 

(i) Initial Population 
In each generation, the total size of the population that is transferred, mutated, and 

crossed over must equal to the initial population size. All additional parameters, such as 
number of vehicles, their capacity, locations with coordinates, and number of goods to be 
delivered, are provided as additional parameters, and are usually passed to the algorithm in 
the third module, along with the fitness function, because it is almost exclusively that 
function that uses them [69]. 

(ii) Selection 
Selection guarantees that the most capable individuals, regarded as better solutions, 

have a higher chance of producing offspring. The only formal condition that must be met in 
most cases is that the fittest individuals have a higher chance of being chosen [70]. Examples 
of the selection process in VRP include: 

(a) Roulette Wheel Selection (RWS) 
(b) Elitism Selection (ES) 
(c) Rank Selection (RS) 
(d) Stochastic Universal Sampling Selection (SUSS) 
(e) Tournament Selection (TS) 

 
GA-based optimization system for drinking water distribution indicated that selection 

using the Elitism method produced a fitness value of 0.08294, which is significantly better 
than selection using Roulette Wheel (0.0583) [71]. 

(iii) Crossover 
Crossover is a technique used in genetic algorithms to change the programming of a 

chromosome in the next generation. It is similar to biological crossover and reproduction, 
which are fundamental concepts in GA. The existing crossover methods do not allow for the 
exchange of genetic material between two parents. Instead, they combine information from 
two individuals to create a new offspring [68]. In this research, the crossover operator is used 
to improve specific gene sections in a chromosome by inheriting them from another 
chromosome. This is done to enhance the fitness of the offspring and preserve the best 
individuals [72]. The probability of using a specific crossover approach can be configured. 

(iv) Mutation 
Mutation is a genetic operator that is used to preserve genetic variation in a population 

of chromosomes from one generation to the next. It is comparable to biological mutation 
from Abdel-Kader [68] because as stated by Barba Rodríguez et al., [73] mutation is the 
process of occasionally shifting bit values, which prevents the loss of a desirable potential 
genetic feature. In larger situations, the savings GA approach, which has a lower fitness 
variance, has generated relatively decent results [74]. Although the vertex sequencing 
technique converges to better solutions in small problems such as the 50 customers 
problem, the power of savings GA manifests itself in larger problems where the local 
optimizer used in the vertex sequencing method ceases to be effective [74]. 
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4.6 Product Design 
 

Product design is a critical activity with a positive impact on the performance of a firm. A firm will 
use optimal solution techniques for the design or redesign of a product. GA is applied in such cases 
to find the optimal solution as it is one of the heuristic algorithms that can be used to solve multi-
objective problems. Heuristic techniques have been proposed for such optimal solutions since the 
optimal product design uses combined analysis data which is an NP-hard problem. It is not easy for 
product designers to determine the optimal settings of design attributes for producing effective 
product design because effective design is an important aspect in the development of new products 
to provide competitiveness in the market [75]. Failure to design a new product will negatively impact 
a firm, hence it is important to produce optimal product design before marketing the product. 
Research on the market of a product and its importance to consumers must be done by the industry 
before the manufacture of the product. 

In order to solve a problem using GA, one needs to formulate the problem using a string structure. 
In the product design problem, we consider a chromosome (string) to represent a product. The 
attributes of the product would correspond to genes and its level. For example, soap product is 
represented by three attributes A1 (shape), A2 (colour), and A3 (scent) where attribute A1 has three 
levels (rectangular, square, spherical), attribute A2 has four levels (red, green, yellow, white) and 
attribute areas A3 three levels (fruity, floral, antiseptic). Evaluation is a settlement process, and it is 
an iterative procedure. Each product will be evaluated during the initial population stage and the 
evaluation is performed using the utility of the valuable parts obtained from the combined analysis. 
Searches are performed by combining chromosomes and then processing genetic controllers 
(selection, crossing, and mutation) by initiating genetic parameters (population size, crossover rate, 
mutation rate, and number of generations). GA is used in product design to solve problems such as: 

(a) Parameter Optimization 
Computational of fitness is a challenge for parameter optimizers. Previous studies used 

algorithms to identify solutions and find optimal solutions [76]. According to observations by 
Doyle et al., [77], problems with more than 10 design variables are often expensive to assess. 
One approach to reducing costs is to use meta-models rather than simulation-based models. 
Mukhtar et al., [78] conducted a kriging-assisted multi-objective GA in which a meta-model 
based on Gaussian process regression was used to evaluate several designs. 

(b) Shape Optimization 
Form optimization involves a large number of variables and requires expensive 

evaluations. Compressor blades, haptic devices, synchronous generator pole shapes, nozzle 
shapes, and free-form surfaces are part of the design. Costly calculation of optimization is 
addressed through the integration of game theory as presented by Jang et al., [79] and Peng 
et al., [80]. GA applications can reduce design evaluation where the main goal of affective 
design is to determine the optimal settings of design attributes to achieve maximum customer 
satisfaction. According to Mishra et al., [81], among the optimization techniques that can be 
used for this purpose are linear programming and nonlinear programming. Alternative 
approaches such as GA have also been used to optimize products [82]. Therefore, based on 
previous studies, the selection of GA for design optimization is based on an undeniable 
heuristic algorithm. 
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4.6.1 Genetic algorithms operator used in product design 
 

By utilizing specialized operators, GA function as essential instruments in the area of product 
development. These operators, which include selection, crossover, and mutation, are critical in the 
evolution and optimization of product designs. The selection operator discovers interesting design 
alternatives, whereas the crossover operator, similar to genetic recombination, mixes characteristics 
from chosen designs to develop new possibilities. The mutation operator adds diversity to the 
designs, allowing for the investigation of new solutions. The following are the GA operators used in 
product design. 

(i) Initial Population 
GA selection is quite precise in sustaining the selected chromosomal population. This is 

because population size is crucial in determining population variety at the start of a race as 
well as the time required to complete it. Furthermore, the size of the population can influence 
the number of optimal options available. According to Julirose [83], the increase in population 
means the run will take longer to complete. As a result, the size of the population is 
determined by the number of optimal solutions desired by the designer as well as the time 
required to calculate them. 

(ii) Selection 
Selection stress is an important aspect in determining the rate of GA in deciding. The 

Tournament Selection method was applied in GA where two responses from the public were 
chosen at random and compared [83]. The winner of this approach is selected by checking 
the solution with the highest rating. If both solutions have the same rating, the highest score 
(biggest congested distance) determines the winner. If both options provide the same 
outcome, the winner is chosen at random based on the crowd's position and distance. 

(iii) Crossover 
A pair of replicated product profiles is chosen, and genetic material between the two 

strings is transferred at a certain point on the string, resulting in offspring. Balakrishnan and 
Jacob [84] agreed with this assertion that the genetic material is changed in a randomly 
selected cross of string pairings from the resulting set of strings to produce offspring. 
According to Julirose [83], the type of cross-operators utilized, such as simple one-point, 
simple multi-point, and uniform random, might affect the efficacy of GA.  

(iv) Mutation 
A product profile is picked at random from the population at this point, and the value at 

a specific spot in the string is changed. The number of mutations in a generation must be 
balanced between the desire to maintain it high to cover more search space and the want to 
keep it low to avoid a basically random search [84]. 

 
4.7 Multimedia 
 

GA is also applied in the field of multimedia for image processing, video processing, gaming, and 
medical imaging. GA is used to solve the problem of the relatively long computation time required to 
separate images. According to Sun et al., [85], GA is used because it has the best search capability 
and is able to enhance natural contrast and magnify images [86]. In addition, to producing sound 
from the image provided, GA is also required. The use of GA in multimedia can remove haze, fog, and 
smoke from resulting images [87]. There were some problems during video sharing which can be 
solved by GA [88]. In addition, according to Ahmadi et al., [89], GA can also be used for gesture 
recognition. 
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In games, GA is used for problem-solving such as route planning because it considers 
environmental constraints as well as obstacles in reaching a given destination. In addition, GA can 
record route planning problems through two-dimensional playground coordinate points. This 
statement is supported by Burchardt and Salomon [90] who researched GA route planning for 
football games. GA is used in medicine for medical imaging, specifically for edge detection in MRI and 
pulmonary nodules detection in CT scan images [91]. According to Shabankareh and Shabankareh 
[92], GA is also used to solve problems in biomechanics where it can be used to predict pathology 
during an examination. This is supported by Sari and Tuna [93] that used GA to solve problems during 
biomechanical treatment. GA is also utilized to treat breast cancer, where positron emission 
tomography (PET) pictures and magnetic resonance imaging (MRI) images are coupled with GA to 
provide coloured images of the tumour [94]. 
 
4.7.1 Genetic algorithms operator used in multimedia 
 

GA provide a diverse approach in the realm of multimedia by utilizing specialized operators. 
These operators, which include selection, crossover, and mutation, are used in image and video 
processing, content optimization, and compression, among other things. The selection operator 
discovers prospective multimedia solutions, whereas the crossover operator, similar to genetic 
recombination, mixes elements from chosen media to produce new variants. The mutation operator 
adds variety, allowing for the study of new multimedia representations. The following are the GA 
operators used in multimedia. 

(i) Initial Population 
In cancer detection, an initial population that is reasonably diverse is suitable for simpler 

settlement space exploration. This, like any other step-by-step optimization process, can 
improve the algorithm's convergence speed. Factors involved in this phase include a few 
peaks, collection of peaks, and related peak thresholds [95]. According to Dash and Liu [96], 
peaks having large amplitudes between diverse spectra are more likely to be beneficial for 
discrimination. Peaks were then chosen based on their amplitude, and a random number of 
peaks was determined. 

(ii) Selection 
Individuals are evaluated based on their fitness worth, with the best receiving the highest 

ranking. 
(iii) Crossover 

Crossover is a random technique for exchanging genes between two chromosomes 
utilizing one or two sites of crossover. According to Mansoori et al., [95], the goal of this stage 
is to combine the previously retained solutions to find interesting aspects (peaks and 
thresholds) of several solutions in new individuals. It is important to note that this stage is 
unrelated to optimization; in other words, a crossover might provide both excellent and bad 
results. 

(iv) Mutation 
Mutation is defined as a change in the value of a vector that corresponds to the solution 

that has been chosen. For each generation, the mutation rate (the rate at which a solution 
will undergo mutation) is specified as m. The chance of one mutation per individual is 
commonly set to 0.9 at the beginning of the algorithm [88]. Mutations will be separated into 
three types in cancer detection, namely Peak Removal, Peak Addition, and Threshold 
Relocation [95]. 
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4.8 Operation Management (OM) 
 

GA have shown to be a powerful technique for solving complicated optimization challenges in the 
realm of operations management. To systematically investigate and develop operational techniques, 
GA employ a set of specialized operators like as selection, crossover, and mutation. These algorithms 
may be used to solve a variety of operational problems, such as supply chain management, 
production scheduling, and facility layout optimization. Operational managers may improve overall 
operational performance by leveraging the power of GA to automate the search for efficient 
solutions, optimize procedures, and make data-driven choices. However, in this article, operational 
management is focused as follows: 

(i) Facility Layout  
According to Datta et al., [97], crossover operators and modified GA mutations can be 

used to solve single-line facility layout (SRFLP) problems. GA is used for large-sized problems 
consisting of 60–80 instances. However, each solution to the problem depends on the 
parameters. This statement is supported by Datta [98] which states that GA is suitable for a 
wide range of facility layout products. GA is able to decrease the total cost by 7.2% compared 
to other algorithms due to the use of mutation and heuristics operators. In addition, a GA 
island model is also proposed to solve FLP [99]. The proposed technique maintains population 
diversity and generates better solutions than existing techniques. 

(ii) Forecasting and Network Design 
Among the important components in operation management are forecasts such as 

financial trade, logistics demand, and tourist arrivals. According to Chen et al., [100] and 
Sermpinis et al., [101], GA has been hybridized with the regression of support vectors, fuzzy, 
sets, and neural networks (NNs) to enhance its predictive ability. Besides, GA hybridized with 
other techniques for problem-solving such as multiple products and multiple periods [102]. 
According to Shi et al., [103], GA is also used to optimize costs, profits, and carbon emissions. 

(iii) Inventory Control 
Inventory control plays an important role in operation management. According to Lee 

[17], backorders and lost sales are the two main issues in inventory control. Location 
inventory is used to find out the number and location of warehouses [104]. Various problems 
encountered and inventory control. The use of GA helps improve the design and in turn, solve 
inventory control problems. 

 
4.8.1 Genetic algorithms operator used in Operation Management (OM) 
 

In the realm of operation management, GA serve as effective problem-solving tools through the 
application of specialized operators. These operators, including selection, crossover, and mutation, 
play a pivotal role in optimizing various operational processes. The selection operator identifies 
promising solutions, while the crossover operator combines elements from selected strategies, much 
like genetic recombination, to create new approaches. The mutation operator introduces variability, 
allowing the exploration of innovative operational methods. GA enable operational managers to 
systematically explore and refine strategies, whether it's in supply chain logistics, production 
scheduling, or resource allocation, ultimately improving efficiency and decision-making in operations. 
This paragraph highlights the significance of GA and their operators in the realm of operation 
management by automating the search for optimal or innovative solutions to complex operational 
challenges. The following are the GA operators used in operation management. 
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(i) Initial Population 
At the early population stage, two operations are required to determine the population 

size in the chromosome. The first process is to choose the starting population chromosome 
on a random basis, which means that each facility permutation can be chosen. By modifying 
the layout of the drawing and inserting it in the appropriate spot, different chromosomes can 
be formed for the original population. 

(ii) Selection 
The roulette Wheel Selection method is used to select the chromosomes due to its ease 

of implementation. Using this method, a random number between 0 and 1 will be created at 
each parent chromosome selection. According to Sun et al., [105], the rank-based wheel 
selection mechanism in the proposed method is a modified version of the model. 

(iii) Crossover 
A crossover is a random process used to solve challenges on facility layout. At the 

beginning and end of the truncation section, each parent pair coded one line will yield two 
random integers. The heuristic technique, on the other hand, selects a group of facilities at 
random for each couple of parents and then selects a rectangular region as the cutting section 
that covers the greatest number of facilities in that group. The crossover is chosen from a 
legitimate cross-set for problems such as warehouse-retailer assignments. In the warehouse 
and retailer divisions, this set consists of border points between each time period. This is 
necessary to ensure that the offspring are viable.  

(iv) Mutation 
Mutations are used to search the solution space for new solutions. According to Hiassat 

et al., [104], swap mutation and maximum warehouses open are the mutation operators used 
by GA to solve the warehouse-retailer assignment. For exchange mutations, a process occurs 
in which two genes are selected at random over a period and traded (according to value) 
throughout all time periods. Hiassat et al., [104] selected chromosomes with fewer open 
warehouses as a mutation maximum warehouse. This is because chromosomes would find a 
method to organize retailers in such a way that better solutions could be found if more 
warehouses were required. 

 
5. Conclusions 
 

GA are intriguing and powerful relatives of optimization algorithms inspired by biological 
evolution concepts. This article takes a comprehensive tour of the world of GA, providing a complete 
overview of its functioning and numerous uses. GAs use a set of operators, such as selection, 
crossover, and mutation, to simulate the processes of natural selection, recombination, and 
adaptation, allowing them to navigate complicated solution spaces. The application of GA is growing 
rapidly in various fields such as Scheduling Optimization, Traveling Salesman Problem (TSP), Support 
Vector Machine (SVM), Pipeline Network Optimization, Vehicle Routing Problem (VRP), Product 
Design, and Operation Management. The use of GA as one of the popular meta-heuristics methods 
is well suited for the following problems: 

(i) NP-hard problems with a simple statement and structure. 
(ii) Challenging practical situations for which no perfect solutions are known; and 
(iii) Well-known problems that have previously been studied require more accurate and 

computationally efficient answers. 
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Future research should apply GA to solve facility layout problems. A facility layout problem is an 
optimization problem that arises in a variety of situations, including shelf space allocation, equipment 
placement on a factory floor, and hospital or school layout designs. 
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