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In the era of big data, the continuous generation of data from various fields has resulted 
in large and complex datasets. These datasets often come in diverse formats and 
structures, including unstructured or semi-structured data. Despite the wide 
availability of big data, high dimensionality remains a significant challenge for analysing 
and understanding the data for various purposes. Clustering analysis plays a crucial role 
in data analysis and visualization by uncovering hidden patterns and structures within 
datasets. However, several challenges hinder the effectiveness of clustering analysis, 
including data dimensionality, selection of appropriate clustering algorithms, 
determining the optimal number of clusters, interpreting the results, and handling 
outliers. This paper aims to explore these challenges and presents preferable 
visualization techniques that aid in visualizing and interpreting clustering results. By 
addressing these challenges, including the difficulty of handling outliers and the 
struggles with high-dimensional datasets, and employing effective visualization 
techniques, researchers and practitioners can enhance their understanding and 
utilization of clustering analysis in data analysis 
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1. Introduction 
 

Data visualization is a quick and simple technique to depict complicated ideas for improved 
comprehension and intuition graphically. It must find diverse relationships and pattern concealed by 
the massive of data. Still, it can be challenging to display huge amounts of data that is very diverse in 
format.  In this paper major challenges faced by big data visualization will be discussed.  

The five (5) of big data. Big data  is a term that describe data too large and complex to store in 
traditional database. The five Visualizations (Vs) of big data are as mention [1]: 

 
i. Volume – the amount of data generated. 

ii. Velocity – the speed at which data is generated, collected and analysed. 
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iii. Variety – the different types of structured, unstructured and semi-structured.  
iv. Value – the ability to turn data into useful insights. 
v. Veracity – trustworthiness in terms of quality and accuracy 

 
This paper aims to address big data issues and challenges while proposing an effective 

visualization technique to enhance the interpretation and visualization of clustering results. By 
directly consider these challenges and utilizing appropriate visualization methods, researchers and 
practitioners can improve their understanding and practical application of clustering analysis in the 
field of data analysis. The findings of this research provide valuable insights and practical strategies 
for overcoming these challenges, contributing to the advancement of knowledge, and improving the 
overall effectiveness of data analysis approaches. 

People, businesses, and devices have all become data factories that bring out vast amounts of 
information every day because of how fast technology changes. Internet users generate 1.7 
megabytes of data per second [2]. It makes 146 gigabytes of data creation per day. Statista 
mentioned that by 2025, the world would have created more than 180 zettabytes of data [3]. One 
zettabyte is equal to a trillion gigabytes. 

These resources are growing exponentially, resulting in massive high-dimensional data. The curse 
of dimensionality, which Richard E. Bellman came up with, is a big problem that often comes up with 
high-dimensional data [4]. Analysing and managing high-dimensional data presents many challenges. 
Dimension refers to the addition of a new variable. As variables get added, data space becomes 
increases. Establishing prediction accuracy becomes difficult. It also makes the available data spaces 
empty resulting in the curse of dimensionality. 

On top of that, visualising such high-dimensional datasets is challenging too. Reducing the 
number of dimensions is needed to make the data easy for humans to understand visually. However, 
it is algorithmically unstable and expensive to do. It also causes a lag in rendering time, making 
visualisation patterns and trends difficult to identify [5]. It indicates that the correlation between 
variables (dimensions) and records in a dataset is hard to establish. One way to understand high-
dimensional data is to display it in a low-dimensional plane [5]. High-dimensional data can be 
displayed in a clustered result through visualisation approaches. Thus, cluster analysis can be used. 
Clustering is finding groups of similar data based on their attributes [7]. Proper clustering is a helpful 
technique for statistical data analysis.  

An effective clustering of the high-dimensional dataset is an important research issue in data 
mining [7]. Although cluster analysis results are obtained in the form of raw data, however, it is not 
easy to understand [8]. Humans have difficulty getting vital information from the cluster’s analysis in 
a limited time. Hence, another method is required to transform the cluster analysis result into a low-
dimensional space. 

Visual cluster exploration is one of the effective ways to visualise clusters in a low-dimensional 
space. This method can be a tool that visualises clusters’ results, which can provide helpful summaries 
and help improve decision-making [9]. What is needed for a user or information provider is a simple, 
easy-to-understand, time-saving, and efficient way to present data content and understand the 
meaning of the data. No matter what data visualisation technology tool is used, the goal should be 
to meet the needs of some users [10]. 

Implementing dimensionality projection techniques and plotting them in a lower dimension is a 
straightforward choice. Since 1996, Keim & Kriegel [11] have identified several well-known 
techniques for visualising high-dimensional datasets. There are pixel-oriented (PO), geometric 
projection (GP), and icon-based (IB). Madalena et al., [12] observed that GP are more flexible, being 
able to represent quantitative and qualitative data. GP is a linear transformation technique that maps 
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high-dimensional data space into two-dimensional space. GP also provide a good overview of the 
data, assigning no priorities to represent its attributes.  

However, when applying GP, there is a problem where dimensions are randomly plotted 
following the sequence of data columns from raw high-dimensional data [13]. It would produce the 
clusters to become cluttered and overlap. For example, one of GP visualization technique such as 
Star Coordinate (SC) technique is difficult to be manipulated by novice users. Although, SC technique 
offers the interactive features to the novice users for further data exploration, they encounter 
challenging phases in using it to reveal the clusters for a quick summary and decision. This problem 
has attained concentration from researchers in the last few years. Users can better comprehend 
clusters by manipulating interactive SC elements like dimension arrangement, angle of similar 
pattern dimensions, and dimension scaling. The arrangement of dimensions is essential as it 
influences the appearance of cluster patterns and how information is perceived [14].  

Analysing existing techniques and understanding their focus work is necessary for developing 
some additional applicable technique that can be an improvement of the existing techniques to take 
advantages from earlier studies. This paper helps future researchers to clearly understand the recent 
status, needs, future requirements and to locate the loopholes responsible for inefficiency in 
clustering visualization. In detail, this study is going to answer below research questions such as: 

 
i. What are the challenges in GP technique that affect high dimensional data cluster 

visualization formation? 
ii. How does using SC's interactive features help solve GP problems? 

iii. How can the performance of the proposed strategy for finding clusters be evaluated? 
 
The remaining sections of the paper are structured as follows: Section 2 is based on some related 

work of researches in GP visualisation techniques. Section 3 describe the scenario of SC interactive 
features. Section 4 focuses on the analysis of the study. Section 5 suggests some future research 
areas in clustering visualisation and present the conclusion and recommendations in section 6. 

 
2. Challenges with Data Clustering Visualization Related Work  

 
The section provides a brief overview of related work that is most relevant to the contributions 

of this paper: high dimensional data, data quality, cluster analysis, and visualization techniques. 
 

2.1 High Dimensional Data 
 
The collection of large, complex datasets has become common across a wide variety of domains, 

such as text mining, security, aerospace, healthcare, and many more. In addition to analytical 
approaches such as statistics, data mining, and machine learning, visualizing high dimensional data 
increasingly plays a key role in exploring and answering complex questions about such large datasets 
to support precision, evidence-based decision making [15]. 

High-dimensional dataset and outliers pose significant challenges in data analysis and clustering. 
In high-dimensional data, where the number of features is large compared to the number of 
observations, computational complexity and visualization difficulties arise, making it harder to 
discern meaningful patterns. Outliers, which are data points that deviate significantly from the overall 
data distribution, can greatly influence clustering results, and disrupt the identification of coherent 
clusters. By addressing both high dimensionality and outliers, researchers and practitioners can 
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improve the quality and reliability of clustering analyses, leading to more insightful interpretations 
of the data [16]. 

Briefly described, high dimensional data consists of one or many related data tables. A data table 
is a structured format that is usually organized in rows and columns. A spreadsheet is one example 
of a data table. Column can also be presented as a field, dimension, attribute or even variable. Then, 
the number of attributes is known as the data dimensions. Rows act as an object, tuple, data case, 
data point, data item, data observation or record [17]. Additionally, each record corresponds to 
observation, measurement, and transaction. It is a simplified form of data matrix where 𝑚 represents 
columns (dimensions) and 𝑛 represents rows (records). These records are usually represented as 
points (vectors) in a multi-dimensional space. High dimensional data matrix formation is shown in 
Figure 1. 
 

 
Fig. 1. High dimensional data structure 

 
High-dimensional data is often referred to as multi-dimensional or multi-aspect or multi-modal 

data throughout the literature [17]. In 2004, Santos & Brodlie [18] found that collection of data 
represents the relationship between data dimensions and records. The relationship of data is difficult 
to analyse, understand and interpret when the structure of data becomes complex. To search for 
hidden information and the relationship that occurs in the dataset, cluster analysis is implemented. 
However, interpreting the results of clusters analysis from raw data is challenging. Thus, visualization 
can be used as a tool to transform the results of clusters analysis into an efficient visual presentation. 

 
2.2 Data Quality 

 
Data that is to be displayed is an important matter that needs to be understood during 

visualization. The initial step in designing visualization is to examine the characteristic of data [19]. 
Steinbach & Kumar (2004) summarized three typical types of data features and common data scales 
as shown in Table 1 and Table 2 [19]. 

 
Table 1 
Different feature types 
Feature type 
Type Description Example 
Binary Two values true or false 
Discrete A finite number of values or integers Counts 
Continuous An effectively infinite number of real values Weight 
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Table 2 
Different feature scales 
Feature Scale 
Scale Sub scale Description Example 
Qualitative Nominal The values are just different names colours 

Ordinal The values reflect an ordering Good, better, best 
Quantitative Interval The differences between values are meaningful temperature (Co) 

Ratio The scale has an absolute zero so that ratios are meaningful pressure 
 

2.3 Cluster Analysis 
 
High dimensional data require platforms of processing to enable better process optimization, 

insight discovery and decision-making. 
Cluster analysis of a high dimensional data aims to partition a large data set into meaningful 

subgroups of subjects [37]. The goal is to put together groups of objects that are alike but different 
from other groups. 

Based on a similarity measure between different subjects, data are divided according to a set of 
specified characteristics. Clusters analysis reveals patterns and correlation. Cluster analysis helps 
understand and recover high-dimensional data. Clusters that summarise a few groups of subjects 
help users decide quickly.  

Clustering relies on the measurement of "closeness" or "similarity" between data points in order 
to form clusters. Consequently, clustering patterns serve to illustrate the similarities and differences 
within the data. The calculation of data record similarities is accomplished through the utilization of 
a distance measure [20]. It is important to note that the choice of distance measure significantly 
impacts the outcomes of cluster analysis. The selection of an appropriate distance measure is crucial 
to obtain accurate and meaningful clustering results. 

 
2.4 Visualization Techniques 

 
Cluster analysis and proper visualization enable the discovery of behavioural patterns or features 

of high dimensional data. Visualization is a way of presenting the results of cluster analysis so it can 
let viewers easily understand the clustering results and draw valuable conclusions about the dataset. 
This can be achieved by applying visualization techniques. The visualization techniques commonly 
disclose cluster patterns and the number of k clusters in a dataset. Among common visualization 
techniques is GP – as mentioned in section 1. Some of the examples of existing GP visualization 
techniques are Parallel Coordinates (PC), Star Coordinates (SC), and Scatter Plot (SP). Each one of 
them incorporates several interactive features. PC includes polygonal line, dimension manipulation, 
and brushing. While SC incorporates circular arrangement in term of clockwise direction, dimension 
rotation in angular manner, and dimension scaling. As for SP, it is composed of X-Y plot feature [21]. 

 
3. Dimension Management 

 
High dimensional data bring an important issue to existing multi-dimensional visualization 

techniques - dimension management. Without effective dimension management, such as dimension 
ordering, spacing, and filtering, high dimensional visualizations can be cluttered and difficult for users 
to navigate the data space. The order of dimensions is crucial for the effectiveness of a large number 
of visualization techniques [22]. For example, in many high dimensional visualization techniques, 
such as Parallel Coordinates, Star Glyphs, Circle Segments and Recursive Pattern, the dimensions 
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have to be positioned in some one- or two- dimensional arrangement on the screen. This chosen 
arrangement of dimensions can have a major impact on the expressiveness of the visualization 
because the relationships among adjacent dimensions are easier to detect than relationships among 
dimensions positioned far from each other. 

In addition, Ventocilla and M. Riveiro [22] concluded that, as data dimensionality increases, 
cluster quality measures are likely to produce estimates which are different from those perceived by 
users using any of the visualization techniques. It seems that the confidence, intuitiveness, and 
difficulty to estimate the number of clusters, as well as the accuracy of the estimations, are 
influenced by both the complexity of the patterns inherent in the data set, and in the capacity of a 
visualization techniques to disclose them. Furthermore, it is worth noting that perceived usability is 
not bound to the visual encoders. 

 
4. Analysis of Dimension Management 

 
The section provides an analysis of dimension management that are related to this study. The 

related analysis involved dimension arrangement, angle of similar patterned dimensions and 
dimension scaling. These will be furthered explained in the following section. 

 
4.1 Dimension Arrangement 

 
In such datasets, the dimension 𝑝 of variables is much larger than the sample size 𝑛, but only a 

small number of variables are believed to be significantly relevant to the response of interest. It is 
imperative to perform a screening stage for relevant variables before a formal statistical model 
building procedure. This is done in order to extract truly useful underlying information from the data 
[4]. 

In this section, the focus is on dimension arrangement The concept of dimension arrangement 
involves the ability to rotate the axis in various directions, as highlighted by researchers [23-25]. This 
feature provides users with the flexibility to obtain the desired perspective when analysing data. By 
manipulating the dimensions and adjusting their orientations, users can effectively explore the data 
and gain valuable insights from different viewpoints. The incorporation of dimension arrangement 
as an interactive feature enhances the interpretability and customization of data analysis, allowing 
users to uncover meaningful patterns and relationships within the dataset. 

There are several studies which had focused on dimension arrangement. The first study was done 
in year 1998 by Ankerst, Berchtold, & Keim [21,23]. They stated that the order and arrangement of 
dimensions play a vital role in presenting many quality visualization techniques. These techniques 
involve scatterplot, SC and PC as mentioned in the previous section. Dimension arrangement issue 
has been shown to be an N-P problem and they suggested heuristic algorithm to solve the problem. 
Heuristic algorithm can determine the similarity of each data dimensions. Then, data dimensions with 
similar behaviours will be placed next to each other. Other researchers like Yang, Peng, Ward, & 
Rundensteiner [26] had proposed an interactive hierarchical ordering of the dimensions. It is based 
on their similarities which can improve and reduce the complexity of the ordering. In the following 
year, Ward & Rundensteiner [27] applied the concept of clutter-based dimension ordering in various 
visualization techniques. The performance in reducing the visual clutter was recorded.  Then, Sun, 
Tang, Tang, & Xiao [28] came out with their idea of designing dimension configuration strategy. Their 
idea is to optimize the order and angle of the dimension axes. They use diameter as the dimension 
axis instead of radius. In 2010, Di Caro, Frias-Martinez, & Frias-Martinez presented on understanding 
the relationship between the arrangement of dimensions and the quality of visualization using the 
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Radviz technique. Garcia et al., [31,34-36] also studied how the order of data dimension can have an 
impact on revealing pattern and clustering, enabling users to understand them easier. Lastly, Wang 
et al., [11] studied about determining which dimensions are relevant or irrelevant to be displayed in 
the SC layout which contributes to clustering. The overview of arranging dimension is depicted in 
Figure 2. 

 

 
Fig. 2. Rotation operation: original mapping (left) and resulted mapping (right) [10] 

 
Thus, it is very difficult for organizations to focus on the relevant information content. As data 

volumes and varieties grow, processing and consuming the insights generated becomes challenging. 
 

4.2 Angle of Similar Patterned Dimensions 
 
As discussed in the previous sub-section, manipulating dimension is well explored. However, 

positioning dimension-based angle is not widely investigated. There are numerous studies in 
dimension arrangement without detailing the importance of angle between each plotted dimensions 
[30-33]. They are focussing on users who have basic knowledge in using SC technique. Therefore, 
when plotting the dimensions, it will be based on their previous experience using SC technique. They 
manipulate the angle of each dimension to get clearer clusters appearance without telling the reason 
of positioning the dimension in such angle. 

 
4.3 Dimension Scaling 

 
Another interactive feature, dimension scaling is enriched further to enable the detection of 

existing cluster more clearly. As stated previously, dimension scaling can be achieved by changing the 
length of each dimension axis. Users can pick the end point of an axis and push or pull towards or 
away from the origin [35]. Dimension scaling indicates less or more the contribution of a particular 
data dimension on the resultant visualization [35]. Through scaling dimension, users are able to 
expand or collapse the clusters. Thus, clusters patterns can be distinguished clearly into a specific 
group as if the clusters are expended. While for collapse clusters, it can be concluded as a larger 
group of data that share the similarity features.  

Another interaction features that are usually discussed in many papers is dimension scaling [24-
26]. However, the studies on dimension scaling do not get much attention [34] they discussed this 
feature in a very general way. They scale the dimensions based on their experience of using SC 
technique and also implement the trial-and-error method [38].  
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Dimension scaling also contributes in obtaining obvious clusters after applying dimension 
arrangement. The scaling operation is illustrated in Figure 3. 

 

 
Fig. 3. Scale operation: original mapping (left) and resulted mapping (right) [12] 

 
5. Suggested Future Works 

 
In the future, it is imperative to consider the diverse types of data that are being generated in 

various forms. As data continues to evolve, it is essential to develop comprehensive guidelines for 
non-expert users to utilize clustering methods, such as the Silhouette Coefficient (SC) method, 
without requiring in-depth knowledge of the underlying technical details [39]. By providing a user-
friendly interface and clear instructions, non-expert users can effectively apply the SC method to their 
datasets. Moreover, the SC method can be enhanced to initially display the most important and 
appropriately scaled dimensions during the visualization process. This approach allows users to 
quickly gain an overview of the data and reduces the need for trial-and-error exploration to identify 
distinct cluster patterns. By streamlining the clustering process, this advancement enables users to 
save time and facilitates more efficient and accurate data analysis [40]. 
 
6. Conclusion and Recommendations 

 
In conclusion, as the dimensionality of data increases, it becomes increasingly challenging to 

effectively comprehend and describe the data. In order to properly interpret and summarize the data, 
it is necessary to manipulate the arrangement of dimensions. Prior to conducting a cluster analysis, 
it is crucial to gain valuable insights into the data by observing its similarities. Additionally, the 
identification of dimensions that contribute to clustering patterns is essential. This entails selecting 
and visualizing only the significant dimensions, thereby reducing clutter and enhancing the 
interpretability of the data visualization. By employing these approaches, researchers can overcome 
the challenges posed by high-dimensional data and gain meaningful insights from the clustering 
analysis. 
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