
 
Journal of Advanced Research in Applied Sciences and Engineering Technology 40, Issue 1 (2024) 189-203 

 

189 
 

 

Journal of Advanced Research in Applied 
Sciences and Engineering Technology 

 

Journal homepage: 
https://semarakilmu.com.my/journals/index.php/applied_sciences_eng_tech/index 

ISSN: 2462-1943 

 

An Improved Variational-Based Model for Denoising and Segmentation of 
Vector-Valued Images 

 
Nurhuda Ismail1, Abdul Kadir Jumaat2,3,*, Nurul Fatin Azara Zulkarnain2 
  
1 

 

2 

3 

School of Mathematical Sciences, College of Computing, Informatics and Mathematics, Universiti Teknologi MARA, Johor Branch, Pasir Gudang 
Campus, 81750 Johor, Malaysia 
School of Mathematical Sciences, College of Computing, Informatics and Mathematics, Universiti Teknologi MARA, 40450 Shah Alam, Malaysia 
Institute for Big Data Analytics and Artificial Intelligence (IBDAAI), Universiti Teknologi MARA, 40450 Shah Alam, Malaysia 

  

ARTICLE INFO ABSTRACT 

Article history: 
Received 22 June 2023 
Received in revised form 2 September 2023 
Accepted 21 October 2023 
Available online 19 February 2024 

Preserving important features such as edges is one of the main concerns in models for 
denoising and segmenting vector-valued (colour) images. The Rudin-Osher-Fatemi 
(ROF) model is a well-known variational-based image denoising model that is capable 
of reducing image noise while preserving image edges. However, the ROF model is not 
formulated for denoising colour images and is less effective in preserving corners and 
weak edges. On the other hand, a variational-based selective segmentation model for 
colour images called the selective distance segmentation (DSS2) model has recently 
been proposed, which can effectively partition or extract a specific object in an image. 
However, the DSS2 model has problems in segmenting colour images with noise, which 
may result in poor segmentation. Therefore, in this research, we first modify the ROF 
model to denoise vector-valued images by including the edge detector and extending 
the formulation into a vector-valued framework. Second, we reformulate the DSS2 
model by incorporating the modified ROF model as a new fitting term in the DSS2 
model. Peak signal-to-noise ratio (PSNR) is used to measure the image quality, while 
Jaccard and Dice similarity index are used to evaluate the segmentation quality. The 
comparison between our proposed model and existing model shows that our model is 
more effective as indicated by higher PSNR, Jaccard and Dice similarity index values.  
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1. Introduction 
 

Digital images can be obtained using various techniques and input devices such as scanners, 
digital cameras and others. The output can be binary, grayscale or vector-valued images. Vector-
valued digital images, or colour images, have a considerable wealth of information that provides 
better meaning of image features such as edges. To facilitate interpretation or enhance information 
from colour images, image processing steps have been performed by Torres et al., [1]. The most 
common image processing tasks are image segmentation and image denoising.  

Image segmentation is a technique used to extract the boundaries of an object or to divide an 
image into multiple segments, according to the authors [2-4]. Once the boundary of the target object 
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has been segmented, it is further analysed. In medicine, for example, it is used to analyse the nature 
of diseases such as cancer and breast abnormalities, as done by several authors [5-10]. Different 
models are used for image segmentation, which can be divided into two categories, namely the non-
variational and variational approaches. 

The non-variational model is a category in which the image segmentation processes are mostly 
performed using a learning-based method which include the Convolutional Neural Networks 
proposed by Moon et al., [11] and the U-Net framework used by Amiri et al., [12]. As reported by 
Masood et al., in [13], studies have demonstrated the efficacy of these learning-based techniques in 
non-variational image segmentation. According to Lee et al., [14], the machine learning based 
approach also has its drawbacks, e.g., it is highly data dependent, and the process of image 
segmentation is unknown. Other methods of non-variational image segmentation that are not based 
on machine learning are the region expanding and thresholding methods proposed by the authors 
[15,16], respectively. As authors [17-19] point out, the region expanding and thresholding procedures 
have the potential to give poor results for a target region that has low contrast, noisy pictures, and 
is adjacent to an item in the surrounding area.  

 In variational image processing, an image is considered as a feature whose sampling corresponds 
to the discrete matrix form of a given image. Various studies summarised by Dobrosotskaya and Guo 
[20] have shown that variational image segmentation methods are effective and capable of providing 
high-quality image processing functions. For example, variational models derived using a level set 
framework can adapt to topological changes in an input image and are less sensitive to initialisations, 
as mentioned by the authors [19,21].  

The use of variational models for segmentation may be broken down into two distinct categories: 
selective segmentation and global segmentation. The global segmentation model is a strategy that 
may be used to separate all of the items that are present in a picture based on specific attributes. 
Several writers [21-25] have come up with a variety of approaches for global segmentation. According 
to Abdullah and Jumaat [3] global segmentation methods are successful at separating all of the items 
included in digital pictures; but they are far less effective when it comes to isolating only one specific 
object from any given image. 

 Selective segmentation is about extracting specific regions and features of the image under 
consideration, as explained by the authors [2,3]. This is often used in medical image analysis, for 
example, to extract anatomical organs or lesions. Examples of effective selective models are 
proposed by several authors [3,17-19,26]. However, all of these models are not designed for the 
segmentation of colour images. The variational selective segmentation model for colour images was 
recently proposed by Ghani and Jumaat [4] and named as Distance Selective Segmentation 2 (DSS2) 
model. However, the DSS2 model can be sensitive to image noise. Therefore, some modifications to 
the DSS2 model are required to improve its segmentation accuracy. In this study, we propose to 
modify the DSS2 model using image denoising techniques. 

Image denoising is a process of reducing the amount of noise in a digital image while preserving 
the true image. The non-linear filters can preserve important aspects in the denoised image, 
especially the edges. According to Bresson et al., [27], one of the most popular and influential 
nonlinear filters is the seminal work of Rudin et al., [28], referred to as Rudin, Osher and Fatemi's 
(ROF) model. The ROF model is currently cited more than 17,000 times in the Google scholar database 
and more than 12,000 times in the Scopus database. As a nonlinear filter with a variational-based 
formulation, the ROF model is able to reduce image noise while preserving image edges. However, 
the ROF model is not formulated for denoising colour images and, according to the author, is less 
effective at preserving corners and weak edges [27]. 
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In this study, we first modify the ROF model to denoise vector-valued images by incorporating 
the edge detector function to preserve the image corners and weak edges. We also extend the 
formulation into a vector-valued framework. Second, we reformulate the DSS2 model by including 
the modified ROF model as a new fitting term in the DSS2 model. We anticipate that altering the ROF 
model and the DSS2 model will result in improvements in terms of both the picture quality and the 
accuracy of the segmentation.  

The next part of this article offers a concise review of the models associated with this study, which 
is then followed by the model’s formulations. After that, the results of the experiments conducted 
on both the current models and the suggested models are provided. 

 
2. Review on the ROF Model and DSS2 Model 

 
The ROF model minimizes the total variation of the image subject to constraints that affect the 

statistics of the noise. The constraints are exploited using Lagrange multipliers, while the solution is 
obtained using the gradient projection method. The Euler-Lagrange equation associated with the ROF 
model is discretized using a finite difference scheme with fixed points. The model proposes to 
minimize the following Eq. (1): 

 
          (1) 

 
where  is the domain of the noisy input image, ,  is the unknown clean image, and

 is a scaling parameter. The corresponding Euler-Lagrange equation of the ROF model is formally 
defined as the following Eq. (2): 
 

            (2) 

 
The gradient descent method was used to solve Eq. (2).  
Ghani and Jumaat [4] presented a modern variational-based selective segmentation for a colour 

picture. This model, which they referred to as Distance Selective Segmentation 2 (DSS2), was 
developed for selective segmentation.  Let   be the input digital image in domain . In 
the DSS2 model,  is formed by two homogeneous regions, where contour  separates the regions. 
The region  represents the specific object with intensity value  inside the curve  while the 
image intensity value  in the region  which is outside the curve . The curve  is defined 

as the zero-level set function,  i.e. . They introduced a marker set 

 with n1(≥3) points near the targeted object. The Euclidean distance 

function of each point  is defined from its nearest point in the 

polygon, P made up of , constructed from A.  Then, with , the DSS2 function is 
defined as the following Eq. (3):   
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 Here,  where  are the colour channels              

(  for Red, Green and Blue). Both  and  are unknown constants that indicate the average 
value of input colour image  inside and outside of the unknown curve, respectively. In Eq. (3), the 
first term is referred to as the regularizing term, the second term is known as the fitting term, and 
the third term is known as the distance function term. The distance function has a weight that is 
denoted by the constant . Following the introduction of the Heaviside function, , and the 

Dirac delta function, , the following Euler-Lagrange Eq. (4), which is connected with the 
previous Eq. (3), is defined as follows:   

 

       (4) 

 
The solution to Eq. (4) was found by combining the gradient descent method and the finite 

difference technique.  
The ROF model and the DSS2 model discussed above are considered as the basis for our proposed 

models. We find that the ROF model is the origin of many variational models as a powerful nonlinear 
filter with variational-based formulation capable of reducing image noise while preserving image 
edges. However, the ROF model is not formulated for denoising colour images and, according to the 
author [27], is less effective in preserving corners and weak edges. On the other hand, although the 
DSS2 model is effective in segmenting colour images, it can be sensitive to image noise and therefore 
give unsatisfactory results in segmenting noisy images. Therefore, some modifications of the ROF 
model and the DSS2 model are required to improve their accuracy. In the next section, the 
methodology for modifying the ROF model and the SSCD model is presented. 

 
3. Methodology  

 
In this section we demonstrate the methodology for modifying the ROF model and the DSS2 

model. 
 

3.1 Modified ROF Model  
 
The ROF model in Eq. (1) can be extended into vector-valued environment. First, we defined   

as the number of channels for colour component where normally  that represent 3 colour 
channels (Red, Green and Blue). Hence, the modified ROF model, termed  model in vector-valued 
framework can be defined as the following Eq. (5): 

 

         (5) 

 
Next, we incorporate the edge detection function in the Eq. (5) to give another variant of the 
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        (6) 

 

where   is an edge detection function that approaches to zero at object verges and  

is an arbitrary positive constant. Inspired by the work from Bresson et al., [27], the modified and
 models can be solved by using projection method, with a semi-implicit gradient descent scheme. 

Here, we only demonstrate how to solve  of Eq. (6) because the method to solve model is 

mostly the same (without the function ). Initially, Eq. (6) can be written in dual variable   
 

         (7) 

 
By Calculus of Variation, we obtain the following Euler Lagrange Equation: 
 

         (8) 
 
Substituting the Eq. (8) for minimal u into the max-min problem in Eq. (7) provides 

 which can be simplified as the following Eq. (9): 

 

            (9) 

 

Variations of Energy in (9) with respect to the vector field   give . 

We can get the necessary optimality condition, along with the point-wise constraint 

	as: 
 

                      (10) 

 

Here,  is the Lagrange multiplier. If ,  then the Lagrange multiplier is not active, 

hence  and if ,  then the Lagrange multiplier is active, hence  

 

                      (11) 

 

In conclusion, in either case, the value of  is given as  Upon substituting 

into Eq. (10), we get the following Eq. (12): 
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                    (12) 

 
By using a semi-implicit gradient descent algorithm, we reach the following Eq. (13): 

 

                     (13) 

 
Similarly, the semi-implicit gradient descent algorithm for  is defined as the following Eq. (14): 

 

                     (14) 

 
This following Algorithm 1 shows the steps involved to implement the modified ROF model, . 
 

Algorithm 1: Algorithm to solve the proposed model. 
1. Use the command ‘imread’ in MATLAB to import the noisy image. 
2. Set the parameter values of and vary the value depending on the input 

image (large  for image with high noise amount). 

3. Initialize   thus   and    

4. For   to maximum iterations, maxiter or  do 

Calculate  of Eq. (13).  

Update of Eq. (8) 

end for 
5. The output  will be defined as the final solution.  

 
Here we have used the value of tolerance, 𝑡𝑜𝑙 = 1 × 10!"# , and the maximum number of 

iterations (maxiter) is 100 iterations. By changing Eq. (13) with Eq. (14), a similar process is repeated 
for the implementation of the model. The steps for implementing the modified ROF model,  
can thus be summarised as the following Algorithm 2. 

 
Algorithm 2: Algorithm to solve the proposed model 
1. Input all the parameters setting as in Algorithm 1 
2. Apply Algorithm 1 to functional of Eq. (5) from replacing Eq. (13) by Eq. (14) 
 
All other steps are identical. 
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An experiment will be conducted to decide which modified version of the ROF model gives better 
results. To formulate the modified DSS2 model, the information from the chosen modified ROF model 
is integrated into the original DSS2 model. 

 
3.2 Modified DSS2 Model 

 
The DSS2 model proposed by Ghani and Jumaat [4] is modified by substituting the fitting term, 

 in Eq. (3) with   generated from the chosen modified ROF model. The modified DSS2 model, 
called model is defined as the following Eq. (15): 
 

                (15) 

 
It is possible to demonstrate, via the use of the Calculus of Variations, that the relevant Euler 

Lagrange equation of the model is specified by the Eq. (16) that is shown here: 
 

                (16) 

 
To solve the Eq. (16), we consider the gradient descent flow that represent the evolution of the 

unknown curve  as follows:  
 

                (17) 

 
Subsequently, the Eq. (17) can be solved iteratively using a finite difference scheme with 

Neumann boundary condition. The procedures necessary to compute the answer using the newly 
suggested model are outlined in the following Algorithm 3. 

 
Algorithm 3: Algorithm to solve the proposed model. 
1. Use the command ‘imread’ in MATLAB to import the image. 
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5. For   to maximum iterations, maxit or  do 
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Calculate the average intensity values  and  

Solve for   in Eq. (16) to obtain . 
end for 
6. The output  will be defined as the final solution. 

 
Here, we used the value of tolerance, 𝑡𝑜𝑙 = 1 × 10!$ and the maximum number of iterations 

(maxit) is 500 iterations.   
 

4. Results and Discussion 
 
In this section, we first compared the denoising quality of the modified ROF models, i.e., the  

model and the  model, using the peak signal-to-noise ratio (PSNR). The values of  range from 60 
to 100. Figure 1 shows the test images of size  and the results produced by the two modified 
models. 

 
Test 

Image 
  Test 

Image 
  

      
(1) SNR=53.680 (1a) PSNR=54.719 (1b) SNR=60.872 (2) SNR=53.006 (2a) PSNR=61.064 (2b) SNR=61.728 

      
(3) SNR=53.370 (3a) PSNR= 

57.329 
(3b) SNR=63.397 (4) 

PSNR=55.786 
(4a) PSNR= 

60.558 
(4b) SNR=66.373 

      
(5) SNR=69.258 (5a) PSNR= 

75.089 
(5b) 

PSNR=81.916 
(6) 

PSNR=68.420 
(6a) PSNR= 

74.919 
(6b) 

PSNR=80.227 

Fig. 1. The test images and the denoising results from the  model and the model 
 
Based on Figure 1, the first and fourth columns represent the noisy test images with their 

respective PSNR values. Images (1) and (2) were self-generated synthetic images. The real images (3) 
and (4) were taken from the authors' datasets [29,30], respectively. The medical images (5) and (6) 
were from the public dataset created by the authors [31]. The second and fifth columns show the 
denoising results with the PSNR values generated by the  model, while the third and last columns 
show the denoising results with the PSNR values of the  model. Visual inspection shows that both 
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models are able to reduce image noise. However, it is noticeable that the output of the   model is 
blurrier compared to the  model.    

To investigate this quantitatively, we record the PSNR values for each output produced by the 
two modified models. For all test images, the  model achieved higher PSNR values compared to 
the  model. So, the  model is better at reducing noise in the colour images. Thank you to the 
edge detector function included in the formulation of the  model, important information of the 
image such as corners and weak edges can be preserved.   

In the next experiment, we compared the performance of the original DSS2 model with that of 
the proposed MDSS2 model. Here, we chose the output of the  model to be included in the fitting 
term of the MDSS2 model. Figure 2 shows the self-generated synthetic test images with the marker 
set indicating the target object and the results for each model in curve and binary representation. All 
images are of size  unless otherwise stated. 

 
Test Image with 

Markers 
DSS2 
Curve 

DSS2 
Binary 

MDSS2 
Curve 

MDSS2 
Binary 

     
(7) (7a) (7b) (7c) (7d) 

     
(8) (8a) (8b) (8c) (8d) 

     
(9) (9a) (9b) (9c) (9d) 

     
(10) (10a) (10b) (10c) (10d) 

     
(11) (11a) (11b) (11c) (11d) 

Fig. 2. Segmentation results of the DSS2 model and the MDSS2 model in segmenting 
synthetic images 

 
The self-generated synthetic test images with the marker set are shown in the first column of 

Figure 2. The second column and the fourth column show the results in curve representation for the 
DSS2 model and the MDSS2 model, respectively. The third and last columns show the segmentation 
results in binary representation for the DSS2 model and the MDSS2 model, respectively.  

By visual observation, both models are able to segment the target object. However, the curve 
generated by the MDSS2 model is smoother than that of the original DSS2 model. Furthermore, the 
DSS2 model segments many noise particles within the target object compared to the MDSS2 model. 
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Moreover, the results of the MDSS2 model are cleaner than those of the DSS2 model. These 
observations indicate the denoising effect used in the formulation of MDSS2, while the DSS2 model 
does not contain any denoising element. 

To evaluate the segmentation accuracy quantitatively, we compute the Jaccard (JSI) and Dice 
Similarity Index (DSI) as given by the following formulae: 

. Here, the set of the segmented domain  is 
denoted by  while the true set of  is denoted by . The return values of JSI and DSI were in the 
range of . A perfect segmentation quality is indicated by a value of 1 while poor quality of 
segmentation is indicated by a value of 0. The PSNR values of the results are recorded as well. The 
values of PSNR, JSI and DSI are tabulated in the following Table 1. 

 
Table 1 
The PSNR, JSI and DSI values for DSS2 model and MDSS2 
model in segmenting synthetic images 
Test Image     PSNR        JSI      DSI 

DSS2 MDSS2 DSS2 MDSS2 DSS2 MDSS2 
7 33.208 44.979 0.849 0.962 0.919 0.981 
8 32.956 45.115 0.835 0.960 0.910 0.979 
9 45.979 58.131 0.962 0.992 0.981 0.996 
10 33.287 43.553 0.927 0.968 0.962 0.984 
11 33.123 45.834 0.843 0.954 0.915 0.976 

 
From Table 1, we can see that the PSNR values for our MDSS2 are higher than for the DSS2 for all 

test images. This shows that the MDSS2 produces cleaner results compared to the DSS2 model. 
Consequently, this contributes to the high JSI and DSI values in our proposed modified MDSS2 model. 
Thus, the image quality and segmentation accuracy of the MDSS2 model are better than those of the 
DSS2 model. 

Besides the synthetic images, we are interested in comparing the performance of the DSS2 and 
MDSS2 models in segmenting real images, which are more challenging compared to the synthetic 
images used above. This is because the real images consist of a variety of intensities with many 
features. Figure 3 shows the real images (12)-(15), which are from the above sources and have been 
distorted by noise. The image (16) with the size  was taken from the mammography image 
database [32] and given a yellow colour map to highlight the mass-like patterns. 

The first column of Figure 3 shows the test images with set markers indicating the target region. 
The results in the curve plot are shown in the second column and the fourth column for the DSS2 
model and the MDSS2 model, respectively, while the results in the binary plot are shown in the third 
and last column for the DSS2 model and the MDSS2 model, respectively.  
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Fig. 3. Segmentation results of the DSS2 model and the MDSS2 model in 
segmenting real images  

 
From the results, it can be seen that both models can segment the target object. However, both 

models show similar behaviour to the previous experiment with synthetic images, where the curve 
generated by the MDSS2 model is smoother and cleaner than the original DSS2 model. We can see 
that the DSS2 model segments a lot of image noise compared to the MDSS2 model, as the DSS2 
formulation does not include an image denoising element. To confirm the results quantitatively, we 
record the PSNR, JSI and DSI values in Table 2 below. 

Table 2 shows that the PSNR, JSI and DSI values of the proposed MDSS2 model are higher than 
those of the original DSS2 model for all the images tested. These results show the advantage of using 
the denoising information from the proposed  denoising model in the MDSS2 formulation. 

 
Table 2 
The PSNR, JSI and DSI values for DSS2 model and MDSS2 
model in segmenting real images 
Test Image      PSNR        JSI      DSI 

DSS2 MDSS2 DSS2 MDSS2 DSS2 MDSS2 
12 36.051 48.191 0.846 0.866 0.917 0.928 
13 37.803 48.734 0.905 0.918 0.950 0.957 
14 38.143 51.909 0.848 0.899 0.918 0.947 
15 37.658 51.019 0.844 0.911 0.916 0.953 
16 72.495 86.510 0.839 0.858 0.912 0.924 
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We note that by including the information from the  model in the MDSS2 formulation, the 
processing time for the MDSS2 is slower than for the original DSS2 model. This is highlighted in Table 
3 below. 

Table 3 shows that the processing time for the MDSS2 model is about 2-5 seconds slower than 
for the DSS2 model. This is to be expected as the combination of the  model with the DSS2 model 
to create the MDSS2 model results in a high computational complexity. Therefore, the processing 
time for solving the MDSS2 model is longer than that of the DSS2 model. This observation also shows 
the major limitation of our proposed MDSS2 model. Despite this limitation, the MDSS2 model has 
high potential in many research areas such oil and gas industries [33] for corrosion detection, 
ultrasound imaging in biofuel production [34] and it can be integrated with artificial neural network 
[35] for image processing. 

 
Table 3 
The processing time taken by DSS2 model and MDSS2 
model 
Test Image 
 

            Time Test Image 
 

            Time 
DSS2 MDSS2 DSS2 MDSS2 

7 15.690 20.122 12 17.045 20.411 
8 16.671 20.612 13 16.868 20.028 
9 17.360 19.627 14 17.821 19.878 
10 17.260 20.473 15 16.707 19.522 
11 16.606 20.020 16 19.848 22.638 

 
4. Conclusions 

 
In this research paper, we focus on two main issues in colour image processing, namely noise 

reduction of colour images and segmentation of colour images in the context of variational 
techniques. One of the most influential variational-based models for image denoising is the ROF 
model, as it effectively reduces image noise while preserving important features such as edges. 
However, the ROF model is not formulated for denoising colour images and is less effective in 
preserving corners and weak edges. Therefore, we have formulated the ROF model and recommend 
a modified version of the ROF model called the  model. We have described how the  model 
can be solved using a projection algorithm with a semi-implicit gradient descent scheme. Based on 
numerical experiments with synthetic and real images, the  model, which uses the edge detector 
in a vector-valued environment, produces high image quality as indicated by the PSNR value 
compared to the other modified model, . These results show the advantage of using the edge 
detector in the formulation of the  model, which can help to preserve weak edges. 

For colour image segmentation, we have proposed a modified variational-based selective 
segmentation, referred to as MDSS2, based on the recent variational-based Distance Selective 
Segmentation (DSS2) model. The modification of the original DSS2 model was done by incorporating 
the information from the  model as a new fitting term in the DSS2 model. We established the 
Euler-Lagrange equation of the MDSS2 model and proposed to solve it using a finite difference 
approach. In the experiments conducted with synthetic and real images, the proposed MDSS2 model 
yields high values of PSNR, JSI and DSI index. This indicates that the MDSS2 model has better image 
quality and segmentation accuracy compared to the original DSS2 model. Again, the advantage of 
including image denoising in the image segmentation formulation to achieve good results is evident.  
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For further investigation, the recommended models i.e.,  model and MDSS2 model can be 
extended to other applications such as food image processing. It can also be reformulated into a 
three-dimensional framework. The reason for this is that three-dimensional images contain a wealth 
of information that can be helpful in the analysis of digital images. 
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