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The critical issue of academic misconduct is of utmost importance in the field of 
education and understanding whistleblowing behaviour can be a potential measure to 
effectively address this issue. This paper highlights the benefits of using the Tree-based 
Pipeline Optimization (TPOT) framework as a user-friendly tool for implementing 
machine learning techniques in studying whistleblowing behaviour among students in 
universities in Indonesia and Malaysia. The paper demonstrates the ease of 
implementing TPOT, making it accessible to inexpert computing scientists, and 
showcases highly promising results from the whistleblowing classification models 
trained with TPOT. Performance metrics such as Area Under Curve (AUC) are used to 
measure the reliability of the TPOT framework, with some models achieving AUC values 
above 90%, and the best AUC was 99% by TPOT with a Genetic Programming 
population size of 40. The paper’s main contribution lies in the empirical demonstration 
and findings that resulted in achieving the optimal outcomes from the whistleblowing 
case study.  This paper sheds light on the potential of TPOT as an easy and rapid 
implementation tool for AI in the field of education, addressing the challenges of 
academic misconduct and showcasing promising results in the context of 
whistleblowing classification. 
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1. Introduction 
 

With the emergence of Education 5.0 in university-level education, educators are facing greater 
challenges compared to the era before the revolution of Industrial 4.0 [1-4]. To make the education 
ecosystem future-ready, educational technology with artificial intelligence (AI) is becoming prevalent 
in teaching and learning processes [5]. However, implementing AI technology is not just limited to 
expert computer scientists, but also needs to be accomplished by educators as novice end users. 
Unfortunately, educators often face difficulties in adapting AI as part of their usual practices [6]. 
Gaining adequate skills instantly is often impossible due to the varying levels of knowledge in 

 
* Corresponding author. 
E-mail address: suray078@uitm.edu.my 
 
https://doi.org/10.37934/araset.38.2.165175 



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 38, Issue 2 (2024) 165-175 

166 
 

computer and programming skills required for implementation. Hence, this paper introduces a user-
friendly and efficient implementation of AI, specifically machine learning, to address the significant 
issue of whistleblowing in the context of academic misconduct. 

Academic misconduct, including fraud, forgery of documents, unauthorized use of materials, and 
plagiarism, has been a critical concern in the education sector for over a decade [7]. As described by 
researchers in [8], academic dishonesty refers to intentional acts of fraud that undermine the 
integrity of the educational process.  Whistleblowing has proven to be instrumental in uncovering 
fraud in corporate settings [9,10]. However, its application in the field of education is still lacking, 
necessitating further research [11]. Understanding students' attitudes and perceptions towards 
whistleblowing can be valuable for university policymakers in promoting whistleblowing activities. 
Hence, conducting further research, particularly focusing on advanced data science techniques, is 
crucial to promote whistleblowing in cases of academic misconduct. 

Many educators and researchers in the field of education may lack extensive experience and 
expertise in data science and machine learning, which can pose challenges when conducting research 
on topics such as students' attitudes towards whistleblowing in cases of academic misconduct. The 
complexity of selecting appropriate machine learning algorithms, hyperparameter tuning, and coding 
variations can be overwhelming for inexpert data scientists who are not well-versed in these areas. 
As a result, there is a need for easy frameworks that can automate the process of model selection, 
making machine learning more accessible and feasible for novice users in the education field. 

In response to this need, researchers in the field of computing have developed software 
frameworks that are designed to be easy to use and efficient. For example, studies such as [13-15] 
have introduced rapid machine learning frameworks with Graphical User Interfaces (GUI) to enhance 
usability. These frameworks provide a range of machine learning algorithms, including Random 
Forest, Decision Tree, Support Vector Machine, and Logistic Regression [11], as well as deep learning 
algorithms for medical applications such as heart stroke stage detection and brain tumour detection 
[12,13]. However, GUI-based software tools often require significant computing resources, including 
High-Performance Computing (HPC), which may not be suitable for educators with limited resources. 
Cloud platforms like Microsoft Azure Machine Learning offer an alternative, but they can be 
expensive to subscribe. A more cost-effective option is Google Colab, which supports Jupyter 
Notebook for developing Python codes. However, given the numerous variations of Python codes 
available, selecting the appropriate machine learning algorithms and hyperparameter tuning can still 
be a time-consuming and experimental task. 

To address this challenge, this paper introduces the Tree-based Pipeline Optimization (TPOT) 
framework [16], which is not yet widely adopted by non-expert data scientists, including educators. 
TPOT has shown promising results when evaluated on medical data [17], and it offers an efficient and 
cost-effective solution for automating the selection of suitable machine learning algorithms and 
hyperparameter tuning, making it accessible to educators and other non-expert users. This 
framework can bridge the gap between the potential of machine learning in solving real-world 
problems and the expertise of educators and researchers in the field of education, enabling them to 
leverage machine learning for valuable insights into issues such as whistleblowing and academic 
misconduct.  

This paper presents the research framework that initially aims to demonstrate the promising 
results achieved by the whistleblowing classification models trained with TPOT.  The objective of the 
research is to determine the optimal experimental settings and TPOT hyperparameters for the 
academic misconduct whistleblowing dataset. The main contribution of this paper is two-folds. 
Firstly, it introduces an easy and rapid framework for applying machine learning techniques to cases 
of academic misconduct and whistleblowing, by utilizing the Tree-based Pipeline Optimization (TPOT) 
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[12]. TPOT automates the laborious steps involved in machine learning while maintaining its 
effectiveness in detecting relevant cases. It employs Genetic Programming (GP) to search for the best 
pipeline, streamlining the process.  

Secondly, this paper provides an extensive empirical evaluation of machine learning using 
validation and testing accuracy, as well as precision-recall scores, which are particularly suitable for 
imbalanced datasets. The dataset used in this study involved real data from students in four 
universities in Indonesia and Malaysia, resulting in an imbalanced dataset with 61% of records 
indicating whistleblowing intention and only 39% from the non-whistleblowing class. 

The findings presented in this paper have implications for scholars across various domains, 
particularly in the fields of education and AI. The insights gained from this research can inform 
policymakers, educators, and researchers in developing strategies to promote whistleblowing 
activities and address academic misconduct effectively. Furthermore, the TPOT framework can serve 
as a valuable tool for researchers and practitioners in implementing machine learning techniques for 
similar cases in other contexts. 

 
2. Methodology  
2.1 The Dataset 

 
The dataset comprises of 329 records obtained from the undergraduate students in two 

universities of Indonesia and two universities of Malaysia, capturing data related to academic 
misconduct and whistleblowing intention. The machine learning algorithms applied prediction 
probabilities to classify the class labels of whistleblowing intention as provided in Table 1. 

 
Table 1 
Dependent variable 
DV Class label 
Whistleblowing intention 1- Whistleblowing 

0- Not whistleblowing 
 
The dependent variable or IV is a binary class where the value of class 1 representing 

whistleblowing intention while 0 for not whistleblowing.  The independent variables (IVs) used to 
construct the whistleblowing classification model, as outlined in Table 2, were adapted from the 
Theory of Planned Behaviour [18,19].   

 
Table 2 
IVs of the whistleblowing classification 
IV Description 
Attitude The student instrumental and affective attitudes towards whistleblowing of academic 

misconduct. 
Social norm The degree of social norm, injunctive and descriptive towards whistleblowing of academic 

misconduct. 
Behavioural 
control 

Is a construct in psychology that refers to an individual's perception of their ability to control or 
perform a specific behaviour. 

Demography Gender, age, academic grading (recorded in different columns) 
 
The Theory of Planned Behavior (TPB) is a well-known psychological theory that aims to explain 

human behaviour, particularly in the context of decision-making and behavioural intentions [20-22]. 
Instrumental attitudes refer to the cognitive evaluation or beliefs an individual holds about the 
practical or functional outcomes of a behaviour. It involves the assessment of the advantages or 
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disadvantages, benefits or costs, and the expected outcomes of a particular behaviour.  For example, 
if an individual believes that blowing the whistle on academic misconduct will result in positive 
outcomes such as protecting academic integrity or preventing further harm, they may have a positive 
instrumental attitude towards whistleblowing, and this may increase their likelihood of engaging in 
whistleblowing behaviour. 

On the other hand, affective attitudes refer to the emotional or affective responses an individual 
has towards a behaviour. Affective attitudes are often based on emotions, values, or personal 
preferences, and they can influence an individual's intention and behaviour through emotional 
responses. For example, if an individual has a strong emotional aversion towards the act of 
whistleblowing due to fear of reprisal or negative consequences, they may have a negative affective 
attitude towards whistleblowing, and this may decrease their likelihood of engaging in 
whistleblowing behaviour. 

Social norm refers to the unwritten rules, expectations, or standards that govern the behaviour 
of individuals within a particular social group or culture. In the context of whistleblowing of academic 
misconduct, social norm can influence an individual's attitude towards whistleblowing by shaping 
their perception of whether whistleblowing is socially accepted or frowned upon. For example, if a 
social norm within a particular academic community supports and encourages whistleblowing as a 
responsible and ethical behaviour to maintain academic integrity, it may positively influence an 
individual's attitude towards whistleblowing, leading to a more favourable attitude. 

In the context of whistleblowing of academic misconduct, injunctive norm can influence an 
individual's attitude towards whistleblowing by shaping their perception of whether whistleblowing 
is socially approved or disapproved. For example, if an individual believes that their peers, faculty, or 
academic institution generally approve of whistleblowing as a responsible and necessary action to 
address academic misconduct, it may positively influence their attitude towards whistleblowing. 

Descriptive involves the perception of what others are actually doing or have done in a given 
situation. In the context of whistleblowing of academic misconduct, descriptive norm can influence 
an individual's attitude towards whistleblowing by shaping their perception of how common or 
uncommon whistleblowing is among their peers or within their academic community. For example, 
if an individual perceives that whistleblowing is a common and accepted practice among their peers 
or academic community, it may positively influence their attitude towards whistleblowing. 

Perceived behavioural control or self-efficacy, is an important factor in the TPB as it can 
significantly influence an individual's intention and actual behaviour.  In the context of 
whistleblowing of academic misconduct, behavioural control can refer to an individual's perception 
of their ability to engage in whistleblowing behaviour when faced with a situation involving academic 
misconduct.  

 
2.2 Experimental Method 

 
Figure 1 illustrates the experimental methodology, which was implemented using Python 

programming in the Google Colab cloud platform.  Each experiment method depicted in Figure 1 was 
repeated three times, with different split ratios (test-size of 0.2, 0.3, and 0.4) for each execution.  
Additionally, each execution involved four different population sizes (10, 20, 30, and 40) and three 
validations from three generations of Genetic Programming (GP). Consequently, the total number of 
runs amounted to 36, with a total of 108 validations from GP.  The average accuracy of validations 
and testing accuracy from the three split ratio executions were recorded for further analysis using 
the Kruskal-Wallis statistical significance test [23,24]. 
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Fig. 1. The experimental method 

 
Figure 2 depicts the Python code for implementing TPOT, a simple and efficient GP automated 

machine learning tool. The first line is to set the features while the second line is to set the class label 
as the dependent variable (DV). The "drop" keyword in the first line of code is used to exclude any 
features, including the DV, that are not required. In this case, all IVs in the dataset were utilized as 
features for the whistleblowing classification task. The "test size" keyword in the fifth line of code to 
determine the split ratio between the training and testing datasets from the original dataset. In this 
research, three different split ratios were utilized: 60:40, 70:30, and 80:20.  Once the features are set 
using "X_train" and the DV is defined using a variable "Y_train", the TPOT classifier can be invoked 
with appropriate parameters, and the fitness is validated as well as the testing score is printed. 

 

 
Fig. 2. The Phyton codes to upload data 

 
As shown in Figure 2, when the "test size" is set to 0.3, 230 out of 329 records were utilized as 

the training set, while the remaining 99 rows of data were used for testing, as illustrated in Figure 3.  
As shown in Figure 2, when the "test size" is set to 0.3, 230 out of 329 records were utilized as the 
training set, while the remaining 99 rows of data were used for testing. 

 

 
Fig. 3. Training and testing datasets 
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The TPOT classifier in Figure 2 explores the training dataset starting from the execution code at 
line 6. If not explicitly provided in the method call statement, TPOT utilizes default Genetic 
Programming parameters, such as generation, population size, mutation rate, crossover rate, and 
cross-validation (cv). In this research, the influence of population size on results was observed, with 
four different population sizes (10, 20, 30, 40) being used and compared. Cross-validation, 
determined by the "cv" parameter in TPOT, is used to separate the training dataset into training and 
validation sets at different resampling folds. Figure 4 displays the training and validation sets with a 
cv value of 5, as set in the codes in Figure 2. 

 

 
Fig. 4. Training and testing datasets 

 
2.3 Performances Metrics 

 
This research used validation and testing accuracy [25-27] as well as Area Under Curve (AUC) [28] 

to measure the performances of the TPOT. The accuracy of TPOT can be measured by counting the 
total correct prediction from the total dataset of validation and testing. As depicted in Figure 1, 
validation is to denote the fitness of the machine learning in the whistleblowing classification models 
while score verification is to measure the ability of the machine learning when tested on hold-out 
data sampling. Hold-out data sampling is the dataset that never been exposed to the machine 
learning.  

Furthermore, AUC is more preferred over accuracy in the assessment of classification model such 
as for whistleblowing cases. This is because, AUC can present the trade-offs between sensitivity and 
specificity of the models. Sensitivity or True Positive Rate (TPR) is the number of correct 
whistleblowing classification from the total of real whistleblowing cases. measures the proportion of 
actual positive cases that are correctly identified as positive by the model.  On the other hand, 
specificity or False Positive Rate (FPR) measures the proportion of not whistleblowing cases that are 
incorrectly classified as whistleblowing the model. Figure 5, presents the confusion matrix that can 
be used to calculate the FPR and TPR for the whistleblowing classification. 

 
 Real class 1 (Whistleblowing) Real class 0 (Not whistleblowing) 
Predicted as 1 (Whistleblowing) True Positive (TP) False Positive (FP) 
Predicted as 0 (Not whistleblowing) False Negative (FN) True Negative (TN) 

Fig. 5. The confusion matrix of the classification of whistleblowing intention 
 
TP refers to the cases where the actual class is positive (whistleblowing) and the predicted class 

is also positive (correctly identified as whistleblowing).  FP is the cases where the actual class is 
negative (not whistleblowing) but the predicted class is positive (incorrectly identified as 
whistleblowing). TN denotes to the cases where the actual class is negative (not whistleblowing) and 
the predicted class is also negative (correctly identified as not whistleblowing) while FN refers to the 
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cases where the actual class is positive (whistleblowing) but the predicted class is negative 
(incorrectly identified as not whistleblowing). Thus, TPR is defined as the ratio of TP to the sum of TP 
and FN while FRP is defined as the ratio of FP to the sum of FP and TN. 

AUC can be observed from Receiver Operating Characteristic (ROC) plot that can depict the curve 
to map the relationship between the TPR and FPR.   

Figure 5 presents the Python codes to plot the ROC and AUC of TPOT. For each “test size”, the 
codes in Figure 2 and Figure 6 were executed four times, with varying settings of the GP “population 
size” parameter, using values of 10, 20, 30, and 40. 

 

 
Fig. 6. Python codes to plot ROC and print the AUC 

 
3. Results and Discussion 

 
Table 3 lists the 12 set of results from the 4 settings of “population size”. Each result was recorded 

based on the average of the 3 runs on each 3 “test size” and 4 “population size”. GP used 3 
generations based on the setting in Figure 2, hence the validation result for each “population size” is 
calculated based on the average from the 3 generations and 3 runs.   

 
Table 3 
Average of accuracy 
Population size Average of 3 validations from 

training set and from 3 runs 
Average of testing set 
from 3 runs 

Split Ratio (80:20) / “test size =0.2” 
10 0.67 0.67 
20 0.69 0.63 
30 0.73 0.62 
40 0.68 0.70 
Split Ratio (70:30) / “test size =0.3” 
10 0.69 0.67 
20 0.67 0.66 
30 0.67 0.73 
40 0.70 0.70 
Split Ratio (60:40) / “test size =0.4” 
10 0.66 0.67 
20 0.69 0.64 
30 0.67 0.61 
40 0.68 0.61 

 
 
 



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 38, Issue 2 (2024) 165-175 

172 
 

The Kruskal-Walls test indicates that the p-values of all accuracy results from the 36 runs were 
below 0.05, leading to the rejection of the null hypothesis that the results do not have significant 
differences and are unreliable. Furthermore, Figure 7, Figure 8 and Figure 9 present the ROC Curve 
Plot and the AUC from the different size of testing dataset in relation to the "test size" parameter. 

The findings demonstrate the effectiveness of TPOT machine learning, with accuracy levels 
exceeding 60%. Some models achieved accuracy of 70% or higher on the hold-out samples used for 
testing (results at row 4, 7 and 8). There is no noticeable pattern in the improvement of results based 
on the machine learning outcomes in relation to the split ratio and GP "population size".  

 

 
Fig. 7. The ROC-AUC of TPOT with 0.2 testing dataset 

 

 
Fig. 8. The ROC-AUC of TPOT with 0.3 testing dataset 
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Fig. 9. The ROC-AUC of TPOT with 0.4 testing dataset 

 
Among the 66 records in the 0.2 testing dataset, the best AUC result of 0.99 was achieved by 

TPOT with a GP population size of 40, slightly lower at 0.96 with a population size of 20. Moderate 
AUC values ranging from 0.6 to 0.7 were observed with population sizes of 10 and 30. In contrast, for 
the 0.3 testing dataset (99 records), the highest AUC of 0.92 was obtained with a population size of 
10, while other settings yielded reasonable results with AUCs around 0.6. Lastly, with a 0.4 testing 
dataset (132 records), no models achieved an AUC above 0.9, and the highest AUC of 0.87 was 
observed with a population size of 20, while other settings yielded similar results around 0.6. Overall, 
these AUC results suggest that the split ratio with “test size” parameter and “population size” do not 
exert extreme influence on TPOT machine learning outcomes.  This suggests that researchers can 
generally rely on the default settings when using TPOT for their machine learning tasks, as variations 
in these parameters do not lead to extreme changes in the performance of the model. This may 
simplify the implementation process and provide a level of stability in utilizing TPOT for automated 
machine learning. 

 
4. Conclusions 

 
The main contribution of this research is the novel application of machine learning, particularly 

TPOT, in predicting the whistleblowing intentions of undergraduate students towards academic 
misconduct. It introduces the untapped potential of AI technology, specifically machine learning, in 
transforming the higher education system by addressing the issue of academic misconduct through 
whistleblowing. By leveraging machine learning, AI-powered chatbots or virtual assistants can be 
equipped to create anonymous reporting systems, allowing students to report misconduct without 
fear of retaliation.  The proposed TPOT machine learning approach shows promise in identifying key 
student features that are indicative of whistleblowing intention in combating academic misconduct 
among peers. It is important to note that the findings of this research are limited to the tested dataset 
and further exploration of whistleblowing attributes and TPOT machine learning techniques is 
warranted. While the focus of this research is on the educational domain, the methodology 
presented in this paper can be replicated by researchers in various domains, making it applicable to 
a wider range of contexts.  One way to improve the accuracy of the model in future work is to collect 
a larger and more diverse dataset, which could provide the model with a wider range of examples 
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and help it better identify patterns in the data. Additionally, it could be beneficial to include 
additional features or variables in the model, such as socio-demographic factors or academic 
performance, which could improve the predictive power of the model. 
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