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This paper aims to investigate the effectiveness of different modalities of facial images 
for diagnosing Autism Spectrum Disorder (ASD) using deep learning-based neural 
networks. The motivation behind this study is the potential of advanced technologies 
to aid in accurately diagnosing ASD. The research revolves around the need to explore 
the performance of deep learning models on different modalities of facial images and 
to identify the challenges and potential solutions associated with each modality. The 
methodology involves training and testing the models on the respective datasets and 
analysing their accuracy and performance. ResNet50V2 achieved a 100% accuracy on 
the 2D test dataset, while Xception achieved an accuracy of 93.75% on the 3D test set. 
The detection accuracy suggests that neural networks-based deep learning methods 
have the potential to diagnose ASD using facial images accurately. However, the 
models perform better on 2D data, highlighting the need for additional training on 
larger 3D datasets to improve accuracy on 3D images. The study contributes to the field 
by providing insights into the performance of different modalities of facial images, 
emphasizing the need for robust datasets, and suggesting future research directions to 
enhance the accuracy and efficiency of ASD diagnosis using deep learning techniques. 

Keywords: 

Deep Learning; depth image; facial 
image; Autism Spectrum Disorder; 
explainable AI 

 
1. Introduction 
 

Autism Spectrum Disorder (ASD) is a complex brain development disorder affecting social 
interaction and communication skills, and patients with ASD engage in repetitive behaviour [1]. Early 
and accurate diagnosis of ASD is crucial for timely intervention and improved outcomes for affected 
individuals. Children with ASD may benefit from an early diagnosis because of the flexible nature of 
the brain, which could lead to enhanced social functioning. Only around one-third of children with 
autism spectrum disorder are identified after age 3, according to a recent study [2].  While 
behavioural assessments and clinical observations are commonly used for diagnosis, there is growing 
interest in utilizing computer vision techniques to aid in identifying ASD. The human visage is a 
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reflection of the human brain, which can process expression by receiving direct input from the central 
nervous system. It can therefore serve as a crucial biomarker for detecting brain-related diseases. 
The capacity to differentiate between various facial expressions is a crucial characteristic that can aid 
in the detection of brain asymmetry or neurodevelopmental disorders [3]. Over the years, research 
has shown that facial images carry valuable diagnostic information, making facial image analysis an 
essential tool in ASD diagnosis. Traditional approaches have primarily focused on 2D facial images, 
but recent advancements have allowed for the exploration of 3D facial images, providing richer 
spatial information for analysis.   

Deep learning-based neural networks have emerged as powerful tools for image analysis tasks, 
including facial image recognition. These networks can automatically learn hierarchical 
representations from raw data, enabling them to capture intricate patterns and extract 
discriminative features for classification. In the context of ASD diagnosis, deep learning-based neural 
networks offer great potential to improve accuracy and efficiency by leveraging the information 
present in facial images [4]. 

Traditionally, 2D facial images have been the primary modality for ASD diagnosis. Deep learning-
based neural networks have been the subject of numerous studies exploring the use of 2D facial 
images for image diagnosis of Autism Spectrum Disorder (ASD). These images capture facial features 
and expressions from a frontal perspective, providing valuable insights into emotional cues and social 
communication. The studies have shown promising accuracy results, indicating that 2D facial images 
have potential in diagnosing ASD [5,6].  

However, 2D images lack depth information, making it challenging to fully represent the three-
dimensional nature of the face. This limitation may hinder the accurate characterization and 
differentiation of facial expressions associated with ASD. In contrast, 3D facial images capture depth 
information, allowing for a more comprehensive representation of facial geometry and shape [7]. 
Additionally, 3D face recognition methods can better handle challenges such as disguises, and aging, 
which can significantly impact the performance of 2D-based systems. Furthermore, 3D face 
recognition techniques offer improved security by providing a higher level of uniqueness and 
difficulty in spoofing. Overall, the superiority of 3D face recognition in terms of accuracy, robustness, 
and security, making it a preferred choice in various applications, is discussed in many studies [8]. 
This additional dimension provides insights into subtle variations in facial landmarks, contours, and 
expressions, potentially enhancing the discriminative power of facial image analysis for ASD 
diagnosis. By incorporating depth information, 3D facial images offer a more holistic view of facial 
features, enabling the detection of nuanced characteristics related to ASD [9]. 

Researchers are drawn to this field due to the recent trend of detecting ASD using deep learning 
and facial characteristics, which has led to significant progress as shown in Table 1. Recent research 
that used their own CNN to extract ASD features from facial images achieved 91% of prediction 
accuracy [10]. In a separate study comparing automated and nonautomated machine learning 
techniques, the automated ML technique achieved an astonishing ASD detection accuracy of 96% 
[11]. Using Xception, M. S. Alam et al., conducted a comprehensive model-centric ablation 
investigation and obtained a detection accuracy of 95% [12]. In other studies, the MobileNetV2 
algorithm was used to classify ASD and Normal control (NC) children with an accuracy of 92% [13]. 
The final article demonstrates that ResNet101's prediction accuracy for facial image classification is 
only 86.7% [14]. 
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Table 1 
Recent research on ASD diagnosis using facial images by deep learning methods 
Sl No Ref Algorithm Accuracy Modality  Datatype Demographics ASD Assessment  
1 [10] own CNN 91% 2D Synthetic Only gender None 
2 [11] AutoML 96% 2D Synthetic Only gender None 
3 [12] Xception 95% 2D Synthetic Only gender None 
4 [13] MobileNetV2 92% 2D Synthetic Only gender None 
5 [14] ResNet101 86.70% 2D Synthetic Only gender None 

 
All these works are based on a curated dataset from online source named Kaggle ASD children 

dataset and there were concerns expressed regarding the effectiveness of this current online dataset 
[4]. The images were noisy, blurred, not aligned properly and so on. The models have been criticized 
for their inability to perform well on datasets with a lot of noise, and their outcomes are often 
presented without adequate statistical analysis [15]. In addition, there is no demographic 
information on the children, only gender-classified images; the same is true for the assessment of 
ASD status for autistic children. So, there is a need of proper valid dataset to identify autism with high 
accuracy. The significant contributions of this work are: 

 
i. Acquiring a real-time, non-synthesized dataset containing assessments and demographic 

data for autistic and normal control children. 
ii. It introduces an unprecedented approach by incorporating diverse facial image 

modalities, 2D and 3D, for training deep learning models.  
iii. The study rigorously assesses the modalities' effectiveness through validation against a 

real-world dataset.  
iv. Employs innovative explainable AI techniques to identify crucial facial features 

emphasized by the model for predicting ASD and normal control children. 
 
The first section of the paper is an Introduction that reviews the relevant literatures, identifies 

any research gaps in earlier publications, and proposes a likely course of actions with significant 
contributions. The subsequent section discusses the method of ASD diagnosis, as well as the new 
real-world dataset acquisition protocol for both 2D and 3D modalities, the transfer learning 
approach, and the evaluation matrices. Following is a section containing the results of CNN deep 
learning models after training with collected datasets and evaluating with a distinct test set from a 
real-world scenario.  Section 4 concludes with a discussion of prospective directions and current 
findings. 

 
2. Methodology  

 
The objective of this study is to use a transfer learning-based approach for autistic facial to predict 

Autism Spectrum Disorder (ASD) in children at an early age. In this study, we utilized pre-trained deep 
learning models with 2D and 3D facial images to automatically extract robust features that were too 
intricate to be identified through visual inspection. After passing these features through multiple 
layers, the diagnosis of ASD was obtained through the topmost dense layer.   

 
2.1 Dataset Acquisition 

 
This dataset aims to facilitate research and analysis in the field of facial expression recognition, 

as well as comparisons between children with ASD and neurotypical children. The sample consists of 
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3 to 11-year-olds with ASD and 4 to 11-year-olds for NC. During image capturing, the children were 
shown a visual stimulus and the images were captured by iPhone 14 Pro camera in Portrait mode. 
Three photographs were taken: front, left side, and right side. Participants for normal control samples 
were recruited from local schools, while participants for ASD samples came from special care schools 
and therapy centres. As per the admission policy of these special school a prior clinical assessment 
was done for each child. The parents or legal custodians of the participants provided informed 
consent after being informed of the purpose and procedures of the study. All images were preserved 
on a password-protected and secure device. Any identifying information will be kept private and 
stored separately from image data. This dataset is referred to as UIFIDV1 and contains 120 samples, 
with a 2:3 ASD to Normal control ratio and a total of 40 children as shown in Table 2. The male-to-
female ratio is 3:1. The accumulated dataset will be made available for research purposes in 
accordance with all applicable ethical and legal standards. Researchers and organizations interested 
in utilizing the dataset will be required to submit an application outlining their research objectives 
and scope. 
 

 Table 2 
 Distribution of the ASD and NC class 
Age Number 

Class Mean St. Div. Min  Max Male  Female Total 
ASD 7.12 2.12 3 11 15 2 17 
NC  6.96 2.16 4 11 14 9 23 

 
2.1.1 Generating 3D depth maps from facial images 

 
Portrait mode on the iPhone 14 employs its dual-camera system to capture images with depth 

information. One of the cameras captures the principal image, while the other measures the distance 
between the camera and various scene elements. The dual-camera system uses depth-sensing 
technology, such as Time-of-Flight (ToF) or structured light [16], to detect the time it takes for light 
to bounce off objects and return to the camera.  The effect of portrait mode, which blurs the 
background while keeping the subject in focus, is accomplished by identifying the subject and 
separating it from the background using the depth map, demonstrating the camera system's depth-
sensing capabilities [17]. This information is essential for reconstructing a three-dimensional depth 
map. Dual-camera systems with both a wide-angle and telephoto lens are utilized to capture the 
depth map on the iPhone camera. These lenses capture images from slightly different vantage points, 
allowing the device to calculate the difference between the two images. This disparity data is then 
used to compute the depth values for various scene points, yielding a depth map. A depth map was 
ultimately created by separating the different channels from an iPhone portrait mode photo [18]. 
Figure 1 shows the flowchart of generating the depth map from the Portrait mode images captured 
by the iPhone 14 pro, At the very beginning the images are passed through a face detector MTCNN 
[19] and a pre-processing queue for cropping and resizing prior to being fed into the 3D depth map 
generation pipeline for depth map extraction. 
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Fig. 1. Proposed flowchart of the transfer learning approaches used in this study 

 
2.2 Data Augmentation Technique 

 
Data augmentation refers to the process of expanding the quantity of data used in data analysis 

[20]. This is achieved by either creating slightly modified copies of existing data or generating 
synthetic data based on the existing samples. It has become a widely used technique for increasing 
the amount of data needed to effectively train machine learning (ML) models. The primary purpose 
of data augmentation is to act as a regularizer during the training of ML models, helping to prevent 
overfitting. By introducing variations in the data, the model becomes more robust and generalizes 
better to new, unseen data [21]. To augment the dataset in this study, the Keras image processing 
library, specifically the “ImageDataGenerator” function, was utilized. This function offers various 
options for augmenting images, including rotation, width and height shifting, and flipping. The 
specific details of these augmentation techniques can be found in Tensorflow (2022)[22]. Table 3 
outlines the parameters used to augment the image data in this research. The choice of generator 
type and facility types was determined through trial and error, based on their impact on the 
evaluation performance of the model. 
 

Table 3 
Image augmentation used for training 
Function parameter Argument value 

rotation_range  15 
rescale 1./255 
shear_range 0.2 
zoom_range 0.2 
horizontal_flip TRUE 
fill_mode nearest 
width_shift_range 0.1 
height_shift_range 0.1 

 
2.3 Transfer Learning in ASD Diagnosis 

 
Transfer learning is a promising approach for diagnosing autism spectrum disorder (ASD). 

Transfer learning allows for the transfer of learned features and representations to ASD diagnosis 
tasks, even when there is limited ASD-specific data. This is made possible by leveraging pre-trained 
models on large-scale datasets. This approach tackles the difficulties posed by limited data availability 
and helps in creating precise and resilient diagnostic models for ASD. This enables them to 
differentiate between an ASD and normal control face by learning from an extensive collection of 
images [23]. In this study, the underlying architecture of the model remains intact, but its utilization 
is focused on extracting unique features from facial images of individuals with autism and those 
without autism. The top layers of the model are subsequently modified to facilitate the classification 
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task. 3D grayscale depth images are structured as matrices, containing depth information per pixel. 
Initial transformation consists of reformatting these matrices into 2D arrays and aligning them with 
the (224,224,3,0) input shape. The design of the CNN input layer (224,224,3,0) accommodates three 
colour channels (typically red, green, and blue). Due to the grayscale nature of depth images, pseudo 
colour channels are created to match the input configuration. This modification transforms the 
grayscale depth image into a "grayscale" image containing three identical colour channels. Finally, 
the images are resized to (224,224) specifications. The input shape for Xception is (299,299,3,0), so 
the images are reshaped accordingly. 

The primary objective of this study is to evaluate the effect of different modality dataset 2D/ 3D 
on the identification of ASD with facial images. Using the unique characteristics extracted from these 
images, the research aims to develop a reliable and effective system for autism diagnosis employing 
non-intrusive and easily accessible visual data. The subsequent sections of this paper will explore the 
explication of an explainable AI methodology designed to expedite the identification of specific facial 
features that serve as the centre of attention for CNN models. These facial characteristics are poised 
to play a crucial role in aiding clinicians' decision-making processes when diagnosing and treating ASD 
cases. Figure 2 depicts the visual representation of the study's procedural framework, which is a 
flowchart of the investigation's methodology. 
 

 
Fig. 2. Proposed flowchart of the transfer learning approaches used in this study 

 
Facial feature extraction from 2D or 3D images has been revolutionized by the widespread use of 

transfer learning models. Several previously trained models have shown promising results in this 
area. Researchers can overcome the challenge of limited annotated 3D facial data and achieve state-
of-the-art performance in various applications, such as facial expression recognition, age estimation, 
and gender classification, by utilizing transfer learning models. This study is based on peer-reviewed 
literature as there is currently no standardized procedure or general criteria for determining the most 
effective pre-trained algorithms. We have chosen five pretrained models which are ResNet50V2, 
VGG19, EfficientNetB0, MobileNetV2, and Xception because several referenced literatures have 
introduced promising performance of these models [4,12,13].  
 
2.4 Evaluation Matrices 

 
Commonly used parameters, including accuracy, recall, precision and Area Under Curve (AUC) 

were used to evaluate and prepare a comparative study with recent literatures. The formula for 
calculating these evaluation parameters where True Positive, 𝑇𝑝 = number of autistic children 

predicted as autistic, True Negative, 𝑇𝑛 = NC children detected as NC, False Positive, 𝐹𝑝 = NC children 

predicted as autistic and False Negative, 𝐹𝑛 = ASD children taken as NC. 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑝+𝑇𝑛

𝑇𝑝+𝑇𝑛+𝐹𝑝+𝐹𝑛
         (1) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑝

𝑇𝑝+𝐹𝑝
         (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑝

𝑇𝑛+𝐹𝑛
         (3) 

 
2.5 Explainable AI 

 
The goal of the field of explainable AI is to create AI systems that can not only make reliable 

forecasts, but also justify their actions in a way that humans can comprehend. The purpose of 
Explainable AI is to make machine learning more open, accountable, and understandable [24]. 

A visualization method called Grad-CAM (Gradient-weighted Class Activation Mapping)[25] can 
be used to explain the predictions of deep neural networks. The most relevant parts of the input 
image for the network's prediction are highlighted in a heatmap that Grad-CAM creates. The 
gradients of the output class score relative to the feature maps are computed in the final 
convolutional layer of the network, where the heatmap is produced. The feature maps are assigned 
weights based on these gradients, and the final heatmap is computed as an average of these 
weighted feature maps. Using Grad-CAM, one may see how a deep neural network functions and get 
an explanation for the network's predictions. This can be especially helpful in the field of medical 
imaging, where not only do precise forecasts matter, but so does knowing the reasoning behind the 
network's conclusion. 

 
3. Result  

 
In this section, the different phases of the experiment that we carried out to enhance the 

effectiveness of ASD detection using static RGB and RGB-D facial image data were discussed. The first 
part is a compendium of the results from the various evaluation matrices set for the 2D and 3D facial 
image dataset parameters. The discussion part examines the diagnosis of ASD using deep learning 
models and provides a comparative analysis of the contemporary research works.  

 
3.1 Evaluation of 2D and 3D Facial Image Dataset 

 
To determine the best parameters, optimizer, and hyperparameters for evaluating the outcome, 

we combed through a variety of scholarly articles. The chosen models were trained using Keras API 
library and other libraries such as pandas, sklearn and matpolib have been utilized to examine and 
visualize the performance of the models.  

The experiment was conducted using a set of fixed hyperparameters, including 25 epochs, a 
learning rate of 0.001, and a batch size of 16 and these were chosen because these hyperparameters 
had shown great accuracy in previous studies.  

After training and validation, the accuracy graph for different models is shown in Figure 3. 
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(a)  (b) (c) 

 

 

 

 
(d)  (e) 

Fig. 3. Graphical representation of accuracy of (a) Resnet50V2, (b) VGG19, (c) EfficientNetB0, (d) Xception, 
and (e) MobileNetV2 for 2D 

 
There are different optimizers which had great result but for our study we have used Adagrade 

with an initial accumulator value of 0.01 [12].Utilizing a batch size of 16 with a limited dataset can 
provide advantages such as faster learning because of more frequent weight updates, decreased 
memory usage, and a decreased risk of overfitting. The speed at which a model can acquire features 
from a dataset is determined by its learning rate, which is linked to other hyperparameters like epoch 
and batch size.  

The train image set was divided into a validation set with a ratio of 80-20 percent, which is a 
typical practice in machine learning fields. The obtained dataset contains a total of 120 images, where 
80 images have been used for training, 20 images for validation and 20 images for testing. The 
classification of the images is shown in Table 4. For the following experiments, the optimal set of 
training parameters are a learning rate of 0.001, Adagrad as the optimizer, categorical cross-entropy 
is considered as a loss function, and we have trained our models for 25 epochs. To ensure accuracy, 
we divided the training set into 80:20 ratio for validation purposes.  

 
 Table 4 
 Characteristics of Dataset 
Dataset Number Class Label 

Train 80 Autistic Autistic-0 
Valid 20 NC NC-1 
Test 20   

 
The training and validation loss graph is shown in Figure 4. From the figures, we can see that the 

graph for EfficientNetB0 and MobileNetV2 have underfitting which means that the model is not 
trained properly and thus cannot provide good detection accuracy while validating.  
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(a) (b) (c) 

   

 

 

 
(d)  (e) 

Fig. 4. Graphical representation of loss of (a) Resnet50V2, (b) VGG19, (c) EfficientNetB0, (d) MobileNetV2, 
and (e) Xception for 2D 

 
After training and validation, the accuracy graph for different models is shown in Figure 5.  
 

   
(a) (b) (c) 

 

  
(d) (e) 

Fig. 5. Graphical representation of accuracy of (a) Resnet50V2, (b) VGG19, (c) EfficientNetB0, (d) 
MobileNetV2, and (e) Xception for 3D 
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The training and validation loss graph is shown in Figure 6 for the depth facial images of the same 
children as of 3D facial images. 

 

   
(a) (b) (c) 

 

 

 

 
(d)  (e) 

Fig. 6. Graphical representation of loss of (a) Resnet50V2, (b) VGG19, (c) EfficientNetB0, (d) 
MobileNetV2, and (e) Xception for 3D 

 
The Accuracy, AUC, precision, recall, and loss evaluated on RGB (2D) facial image dataset for each 

pretrained model on test and train data is shown in Table 5.  
 

 Table 5 
 Result RGB (2D) facial image dataset 
 Accuracy AUC Precision Recall Loss 

Model Test Train Test Train Test Train Test Train Test Train 

ResNet50V2 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 0.004 0.025 

VGG19 0.812 0.950 0.871 0.984 0.812 0.850 0.812 0.950 0.425 0.239 

EfficientNetB0 0.375 0.425 0.246 0.336 0.375 0.600 0.375 0.425 1.178 1.190 
MobileNetV2 0.562 0.525 0.808 0.712 0.562 0.400 0.562 0.525 1.347 2.005 
Xception 0.950 0.950 0.997 0.993 0.950 0.950 0.950 0.950 0.102 0.104 

 
For the Depth image dataset, the accuracy, AUC, precision, recall, and loss values on test and train 

data for each model are displayed in Table 6. 
Xception is showing the highest accuracy with 93.7 % test accuracy while evaluating on the test 

set. As the models are pre-trained on RGB images earlier the dataset seems to be very small for 
training which cause the lower values in prediction accuracy.   

The accuracy graph of Xception shows the optimum training thus shows the highest accuracy 
value while evaluating with depth image test set. ROC curve is a graphical representation of a binary 
classifier's performance, especially in image classification tasks. The ROC curve illustrates the 
compromise between true positive rate (sensitivity) and false positive rate (1 - specificity). Better 
classification performance is indicated by a steeper ROC curve, while an AUC value closer to 1 
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suggests greater accuracy. Figure 7’s ROC plot indicates that the area under the curve is greater, 
indicating that the prediction rate for different test samples is higher in the real-world scenario. For 
2D samples the Resnet50V2 is the best performer while for depth images Xception algorithm shows 
the better accuracy. 
 
  Table 6 
  Result on 3D data 

Model Accuracy AUC Precision Recall Loss 

 Test Train Test Train Test Train Test Train Test Train 

ResNet50V2 0.625 0.512 0.777 0.673 0.625 0.512 0.625 0.512 1.390 1.432 
VGG19 0.500 0.612 0.656 0.732 0.500 0.612 0.500 0.612 1.260 1.135 
EfficientNetB0 0.625 0.450 0.605 0.500 0.625 0.450 0.625 0.450 0.690 0.704 
MobileNetV2 0.562 0.487 0.746 0.627 0.562 0.487 0.562 0.487 1.609 1.965 
Xception 0.937 0.837 0.970 0.928 0.937 0.837 0.937 0.837 0.256 0.342 

 

 

 

 
(a)  (b) 

Fig. 7. ROC curve of the models on (a) 2D data and (b) 3D data 

 
Figure 8 displays confusion matrices that aid in comprehending the overall prediction 

performance. 
According to the data presented in the figure, our ResNet50V2 model performed the best, with 

no misclassified images for 2D facial image test dataset, while Xception comes next with only 1 
misclassified image. In contrast, Figure 9 demonstrates that Xception has the greatest performance 
for 3D images, misclassifying only one image out of a total of twenty samples. 

From the graphs above in Figure 10, it can be seen that among all the five models, VGG16, 
EfficientNetB0, MobileNetV2, Xception, and ResNet50V2, Xception model has outperformed having 
95% accuracy on 2D data and 93.25% accuracy on 3D data. Next for ResNet50V2, though it has 
achieved 100% accuracy on 2D data, it only achieved 62.5% accuracy on 3D data. EfficientNetB0 has 
the lowest performance having only 37.5% accuracy on 2D data but 62.5% accuracy on 3D data. For 
VGG16, it has 82.25% accuracy in 2D but only 50% accuracy in 3D. Only MobileNetV2 has same 
accuracy percentage which is 56.25% on both 2D and 3D data.  
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(a) (b) (c) 

 

 

 

 
(d)  (e) 

Fig. 8. Confusion matrix of 2D test samples (a) VGG16, (b) EfficientNetB0, (c) MobileNetV2, (d) 
Xception, and (e) Resnet50V2 

 
 

 
  

(a) (b) (c) 

 

 

 

 
(d)  (e) 

Fig. 9. Confusion matrix of 3D test samples (a) Resnet50V2, (b) VGG16, (c) EfficientNetB0, (d) 
MobileNetV2, and (e) Xception 
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(a)  (b) 

Fig. 10. Graph showing accuracy percentage for five models on test data of (a) 2D and (b) 3D 

 
3.2 Discussion 

 
This research is significant not only for its innovative approach to ASD diagnosis, but also for its 

use of real-world data collected from both autistic individuals and typically developing children as 
controls. This aspect lends a high level of legitimacy and relevance to the proposed strategy, thereby 
enhancing the real-world applicability and dependability of deep learning models in this domain. By 
utilizing authentic samples, the study has addressed a crucial factor that has the potential to 
substantially affect the accuracy and generalizability of facial image-based ASD diagnosis. 

Table 7 shows the prediction accuracy of the recent researches with the deep learning CNN and 
the modality of facial data. This accuracy evaluation is based on a curated dataset from a distinct 
online platform referred to as the Kaggle ASD facial image dataset with a single-modality dataset 
containing only 2D facial images, but no validation on real-time dataset was possible. Derbali et al., 
trained the data with a VGG model and used a platform based on video games to detect autistic 
children from their facial images with a prediction accuracy of 92.3%. Using the same dataset, Yadav 
K et al., achieve a 95.3% accuracy with EfficientNet. El Mouatasim et al., achieve a higher prediction 
accuracy of 96.88% when evaluating the same testset. Consequently, Alkahtani et al., and Venkata 
Sai et al., only obtained 92% and 88% accuracy using MobileNet and EfficientNet, respectively. It is 
clearly seen that our proposed model achieved the highest accuracy while validating with clinical 
dataset collected from real world scenario. The experimental results clearly demonstrate that the 
meticulous curation of the training and testing datasets from the pool of clinical subjects significantly 
improves the prediction accuracy for ASD diagnosis. 
 

 Table 7 
 Comparative analysis of the contemporary research 
Ref Authors Dataset Deep CNN Accuracy Modality 
[26] Derbali et al., Kaggle VGG 92.3% 2D 
[27] Yadav K et al., Kaggle EfficientNet 95.3% 2D 
[28] El Mouatasim et al., Kaggle DensNet-121 96.8% 2D 
[13] Alkahtani et al., Kaggle MobileNet 92.0% 2D 
[29] Venkata Sai et al., Kaggle Efficient Net 88.0% 2D 
 Proposed 2D UIFIDV1 ResNet50V2 100% 2D 
 Proposed 3D UIFIDV1 Xception 93.7% 3D 

 
Figure 11 depicts the Grad-CAM heatmap, which reveals the conspicuous facial landmarks that 

attract the primary attention of the best-performing models in general. Our analysis incorporates the 
entire dataset and includes representative samples from both the ASD and typical control child 
subsets. The facial regions scrutinised by the Resnet50V2 and Xception models, which are 
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distinguished by their high prediction accuracy for 2D and 3D images, respectively, are meticulously 
examined. 

 

 
Fig. 11. Grad-CAM result of the autistic and normal control samples for best 
performing models 

 
Resnet50V2 focuses its attention primarily on the lower nasal area, the cheekbones, and the lips 

in 2D images. In contrast, the model focuses on the eyes and cheeks of autistic individuals when 
trained with 3D images. In contrast, Xception favours the eyes and the region between the eyes and 
the upper nasal regions in 2D images. For 3D images, the model focuses primarily on the eyes and 
lips of autistic individuals. In the context of normal control children, the attentional pattern for 2D 
facial images remains consistent, with a focus on the eyes, the region between the eyes and the 
entire nasal structure, and a portion of the cheekbones. However, for 3D facial images, both ASD and 
normal control subjects fixate similarly on the lips and eyes, according to the Xception model. 
Notably, for 3D normal control children, the attentional distribution is inconsistent with the 
Resnet50V2 model, which contributes to a reduced detection accuracy for 3D images. By carefully 
selecting and organizing the data used to train the deep learning-based neural network, the model 
becomes more adept at identifying patterns and features indicative of ASD in facial images. This 
focused dataset curation ensures that the model is exposed to relevant and representative examples, 
enabling it to make more accurate and reliable predictions during the diagnosis process.  

However, the research work has some limitations. Firstly, the prediction accuracy is higher for 2D 
data than 3D images when training models on the widely-used ImageNet dataset, which consists 
predominantly of 2D photographs. This observation raises a significant concern regarding the 
capacity of these models to completely capture the distinguishing characteristics of 3D facial images. 
In future, the use of a larger 3D facial image training dataset and advanced models like vision 
transformers, ConvNeXt during the model training phase might enhance the performance of 3D 
modality. 

Secondly, some models exhibit perfect accuracy despite a small dataset size, as the test set may 
lack a variety of challenging cases, might make it difficult for the model to generalise to new, unseen 
images. As sample collection in the field of medical imaging is hindered by obstacles such as patient 
cooperation, ethical regulation, diversity and imbalance of data pattern, the dataset for this study is 
of small size. With additional data acquisition efforts in the future, some data augmentation and 
generalisation technique can be implemented. 
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4. Conclusions 
 
This study examines deep learning-based neural networks for face image-based Autism Spectrum 

Disorder (ASD) diagnosis. ResNet50V2 and Xception models performed well on 2D and 3D test 
datasets, respectively. ResNet50V2 scored with 100% accuracy on the 2D dataset, whereas Xception 
scored with 93.75% accuracy on the 3D dataset indicates that DL algorithms can effectively diagnose 
ASD from facial images. The models were pretrained using the ImageNet dataset, which is mostly 2D 
photos, demonstrating the superiority of 2D data over 3D images. As the models may not properly 
capture 3D facial photos' distinctive qualities thus the study advises training models with a larger 3D 
facial picture dataset to increase 3D data performance. This discovery paves the door to more 
advanced 3D modality handling studies. This research collects real-life data from autistic and normal 
control youngsters, which lends legitimacy and relevance to the proposed strategy. The study 
improves real-world applicability and reliability of deep learning models by using authentic samples. 
Such datasets can improve facial image-based ASD diagnosis. 
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