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Distributed Denial of Service (DDoS) attacks, which adversely impact network 
availability, confidentiality, and integrity, represent a persistent threat. These attacks 
involve affected systems consuming resources through spurious requests instead of 
serving legitimate clients. Various methodologies exist for detecting and mitigating 
DDoS attacks, with Machine Learning (ML) emerging as a particularly effective 
approach due to its predictive capabilities after training on pertinent data. The primary 
objective of this study is to identify an improved ML algorithm for the detection of 
multiple DDoS types, considering metrics such as accuracy, precision, recall, and 
training time. Leveraging WEKA tools and the CICDDoS2019 dataset, several machine-
learning algorithms, including Multilayer Perceptron, Reduced Error Pruning (REP) 
Tree, Partial Decision Tree (PART), RandomForest, and J48, were trained and evaluated. 
Among these, J48 was determined to be the superior algorithm for classifying four 
DDoS types (UDP, SYN, Portmap, MSSQL), based on the aforementioned criteria. The 
algorithms were experimented with using diverse sets of features, and optimal results 
were obtained using six features, resulting in an overall accuracy of 99.97%. 
Subsequently, the selected algorithm was integrated into a real-time model, exhibiting 
exceptional performance, which will be thoroughly elucidated and discussed in a 
forthcoming paper. 
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1. Introduction 
 

Distributed Denial of Service (DDoS) attacks pose significant threats to network security, utilizing 
multiple compromised systems to overwhelm a single target system with traffic, leading to its crash. 
These attacks encompass various methods, such as inundating the target system with an excessive 
number of requests or overwhelming it with substantial data volumes. Traditional DDoS detection 
methods have proven time-consuming and susceptible to false positives, prompting the 
development of machine learning algorithms to enhance detection accuracy. 

Machine learning algorithms demonstrate considerable effectiveness in detecting DDoS attacks 
by analysing extensive data and identifying distinctive patterns indicative of an attack. Their capacity 
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to swiftly and accurately detect attacks, analyse intricate patterns in large datasets, and adapt to 
evolving threats positions them as ideal tools for DDoS detection [1]. The primary aim of employing 
classification algorithms in DDoS detection systems is to effectively differentiate and categorize DDoS 
attack requests amidst regular traffic. In this context, the key objectives are achieving high prediction 
accuracy and minimizing model training durations[2]. 

Various factors influence accuracy and training time, with the dataset size playing a pivotal role 
in both. The Canadian Institute for Cybersecurity (CIC) offers meticulously curated datasets that 
encompass different types of DoS and DDoS attacks, aiding in research and analysis [6]. Researchers 
frequently explore feature selection techniques to optimize model training times by reducing dataset 
size and identifying pertinent features [3-5]. Additionally, configuring machine learning algorithm 
parameters significantly impacts performance and training efficiency, with a trade-off between 
accuracy and training duration often observed. 

This research endeavours to compare the performance of multiple algorithm models using the 
CICDDoS2019 dataset [6], assessing testing time, accuracy, precision, and recall of key algorithms 
such as Multilayer Perceptron, Reduced Error Pruning (REP) Tree, Partial Decision Tree (PART), 
Random Forest, and J48. The primary objective of this project is to construct an efficient DDoS 
detection classifier by implementing feature selection strategies that streamline the model, resulting 
in reduced training time, improved accuracy, and optimal resource utilization for real-time DDoS 
attack detection. 

 
2. Literature  

 
Numerous studies have investigated the risk of DDoS attacks using a variety of methodologies. 

The majority of studies have employed machine learning techniques, such as classification, clustering, 
and prediction. The dynamic K-NN algorithm[7], ARIMA [8], SVD [9], entropy variations [10], PCA [11], 
MLP [12], and Naive Bayes (NB) [13] algorithms are examples of machine learning techniques.  

The study [14], addresses the subject of improving the accuracy of DDoS attack detection using 
the well-known CICDDoS2019 dataset. In addition, the DDoS dataset was pre-processed using two 
primary techniques to extract the most pertinent information. Four distinct machine-learning models 
were chosen for use with the DDoS dataset. Based on the outcomes of real-world testing, the 
Random Forest machine learning model provided the highest detection accuracy, surpassing the 
most recently produced DDoS detection systems. 

The authors of [15] presented a hybrid solution based on machine learning to detect DDoS 
attacks. Combining the Extreme Learning Machine (ELM) algorithm and the black-hole optimization 
technique constitutes the proposed system. To evaluate the efficacy of the proposed hybrid machine 
learning system, the authors conducted several experiments using diverse data sets. Using the 
CICDDoS2019 dataset, the suggested hybrid system detects DDoS attacks in cloud computing with a 
detection accuracy of 99.8 percent. 

In contrast, the authors of [16] developed a DDoSNet Intrusion Detection System for SDN 
environments. The suggested approach is based on Deep Learning (DL) and integrates Recurrent 
Neural Networks (RNN) with auto encoders. Using the CICDDoS2019 dataset, the developed system 
has been assessed. The authors demonstrated a substantial improvement in attack detection over 
existing approaches. Thus, the proposed method provides high confidence in the protection of SDN 
environments. 

In [17], the author examines the effect of a data balancing algorithm on the network traffic 
classification problem on various forms of DDoS attacks using the CICDDoS2019 dataset, which 
contains reflection-based and exploitation-based attack information. Results demonstrated the 
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efficacy of data balancing strategies such as synthetic minority sampling, naive random, and adaptive 
synthetic sampling in classifying network threats. 

Based on multiple classification algorithms using the CICDDoS 2019 dataset, the authors of [18] 
proposed a detection system capable of detecting different forms of DDoS attacks. In addition, the 
authors recorded packets from the SDK environment, pre-processed the dataset, and then applied a 
classification system to detect DDoS attempts. Compared to SVM and Nave Bayes machine learning 
models, the authors found that the decision tree gives superior performance. 

The research given in [19] analyses the success rate of the intrusion detection system using 
multiple machine learning techniques. Many machines learning models, including the ANN, Support 
Vector Machine (SVM), Gaussian Nave Bayes, Multinomial Nave Bayes, Logistic Regression, K-nearest 
neighbour (KNN), Decision Tree, and Random Forest algorithms, were studied using the 
CICDDoS2019 dataset. The authors demonstrated that K-nearest neighbour, logistic regression, and 
Nave Bayes provide the most accurate predictions. 

Deep Neural Network (DNN) was used by the authors of [20] as a deep learning technique to 
detect DDoS attacks on a network traffic packet sample. Since it comprises feature extraction and 
classification methods, the DNN model may perform quickly and with high detection accuracy even 
with tiny sample sizes. The authors conducted their trials using the CICDDoS2019 dataset, which 
contains numerous 2019-created DDoS attack types. Using the deep learning model, the suggested 
system achieves an accuracy of 94.57%. 

Finally, in [21], the study introduces a DDoS detection system design using a transfer learning 
model. Within the realm of cloud computing, securing the cloud for the Internet of Things (IoT) is a 
critical research focus. The devised transfer learning model integrates a 1D CNN and a decision tree 
model. The 1D CNN is responsible for feature extraction from the input data, and these features are 
subsequently utilized by the transfer learning model for classification purposes. The training phase 
achieved an accuracy of 97 percent, while the testing phase demonstrated a commendable accuracy 
of 96.33 percent. 

 
3. Methodology 

 
In this section, an overview of the relevant theories, concepts, principles, models and 

preprocessing that form the foundation for the study is presented to help to establish the context, 
rationale, and theoretical framework for the research.  
 
3.1 DDoS Attack Types 

 
There are three main types of DDoS attacks:  
 

i. Volume-based attacks: This is the most common type of DDoS attack. It involves flooding 
the target system with large volumes of traffic from multiple sources. This can overload 
the target system and cause it to crash or become unavailable.  

ii. Protocol-based attacks: This type of attack targets the protocols used by the target 
system. It can involve sending malformed packets or packets with a high rate of errors. 
This can overload the target system and cause it to crash or become unavailable.  

iii. Application-based attacks: This type of attack targets the applications used by the target 
system. It can involve sending malicious packets or requests that exploit vulnerabilities in 
the target application. This can overload the target system and cause it to crash or become 
unavailable. 
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3.2 Machine Learning Algorithms 
 
Machine learning is a rapidly growing field of Artificial Intelligence (AI) that focuses on the 

development of computer programs that can learn and adapt through experience. It is a powerful 
tool used to analyse data and make predictions based on the patterns and trends it finds. There are 
many different algorithms used in machine learning This research implements 5 Machine learning 
algorithms: J48, Multilayer perceptron (MLP), REPTree, PART, and Random Forest.  

 
i. J48 is a type of decision tree algorithm used to create classifiers from a given dataset. It is 

an extension of the ID3 algorithm, which was developed by Ross Quinlan in the early 
1980s. J48 works by splitting the dataset into smaller subsets using an attribute-value pair, 
then using the information gained to decide which attribute to split on next. This process 
is repeated until all subsets are pure, meaning they have only one class within them. Once 
the tree is built, it can be used to make classifications based on the data it has seen.  

ii. Multilayer perceptron (MLP) is a type of artificial neural network that is composed of 
multiple layers of neurons connected. It is used for supervised learning tasks such as 
classification and regression. MLP networks are composed of an input layer, one or more 
hidden layers, and an output layer. Each layer is made up of neurons that have weighted 
connections to the neurons in the layers before and after it. The neurons in the hidden 
layers use an activation function to process the inputs and generate them. 

iii. REPTree (Reduced Error Pruning Tree) is a decision tree algorithm that uses the pruning 
method to reduce the size of the tree. It works by recursively splitting the dataset using 
the attribute-value pair that maximizes the information gain. Then, it prunes the tree by 
removing branches that do not improve the accuracy of the tree. REPTree is often used 
for large datasets, as it can quickly generate a tree with good accuracy and low complexity. 

iv. PART (Pruned Association Rule Tree) is an extension of the Apriori algorithm, which is used 
to identify frequent item sets in a dataset. PART builds a decision tree based on the 
frequent item sets that have been identified by the Apriori algorithm. The resulting tree 
can then be used to classify. 

v. Finally, Random Forest is a machine learning algorithm that is used for both classification 
and regression problems. This algorithm works by constructing multiple decision trees 
from a given set of training data and then combining the predictions of the decision trees 
to make predictions about the data. Random Forest is often used for applications such as 
credit scoring and fraud detection, as it can make accurate predictions with large datasets.  

 
3.3 Description of Dataset 

 
The CICDoS2019 dataset is a comprehensive dataset that has been developed by the Canadian 

Institute for Cybersecurity (CIC) [6]. It consists of millions of records of both legitimate and malicious 
traffic. 

The data was collected from the Canadian Institutes of Cybersecurity (CIC) honeypot network 
during the period from August to October 2019. The data set is designed to enable the development 
of new machine learning algorithms that can accurately detect and classify DDoS attacks. The data 
set is divided into two parts, namely the benign traffic and the malicious traffic. The benign traffic 
consists of normal user-initiated activities such as web browsing, email, file transfers, etc. The 
malicious traffic includes various types of network-based attacks such as TCP SYN floods, UDP floods, 
ICMP floods, etc see Table 1. All the traffic is labelled according to its type. For example, all the 
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malicious traffic is labelled as ‘malicious’ while all the benign traffic is labelled as ‘benign’. The 
CICDDoS2019 dataset also contains several features that can be used to characterize the traffic. 
These features include the source and destination IP addresses, ports, packet length, payload size, 
protocol, flags, etc. All the records in the dataset also contain the timestamp of when the traffic was 
generated. This helps in understanding the timing of the attack and can be used for further analysis. 
The CICDDoS2019 dataset also contains a large number of attack types and patterns. Overall, the 
CICDDoS2019 dataset provides an excellent platform for researchers and practitioners to develop 
new machine-learning algorithms for accurately detecting and classifying DDoS attacks. It is a great 
resource for the development of new machine-learning algorithms that can accurately detect and 
classify DoS attacks. 

 
Table 1 
CICDDoS-2019 dataset summary 

Dataset DDoS Attack Files Label Quantity Ratio Percentage The Total Number 

LDAP 
BENIGN 1602 0.07 

2,181,530 DDoS_LDAP 2,179,928 99.93 

MSSQL 
BENIGN 1995 0.04 

4,524,484 DDoS_MSSQL 4,522,489 99.96 

DNS BENIGN 3380 0.07 5,074,382 
DDoS_DNS 5,071,002 99.93 

NetBIOS BENIGN 1705 0.04 4,094,978 
DDoS_NetBIOS 4,093,273 99.96 

NTP BENIGN 14,337 1.18 1,216,976 
DDoS_NTP 1,202,639 98.82 

UDP BENIGN 2151 0.07 3,136,794 
DDoS_UDP 3,134,643 99.93 

SNMP BENIGN 1502 0.03 5,161,365 DDoS_SNMP 5,159,863 99.97 

SSDP 
BENIGN 762 0.03 

2,611,372 DDoS_SSDP 2,610,610 99.97 

SYN 
BENIGN 389 0.03 

1,380,404 
DDoS _Syn 1,380,015 99.97 

 
3.4 WEKA 

 
WEKA is a collection of machine learning algorithms and tools for data mining tasks. It stands for 

"Waikato Environment for Knowledge Analysis" and is named after the Waikato region in New 
Zealand where the University of Waikato, the institution behind Weka, is located. Weka is open-
source software and has become one of the most widely used platforms for machine learning and 
data mining research and applications. It provides a wide range of machine learning algorithms for 
classification, regression, clustering, association rule mining, and more. These algorithms are ready 
to use and can be applied to various types of data. 

WEKA offers tools for data pre-processing, including cleaning, transforming, filtering, and 
handling missing values. This is crucial for preparing the data before feeding it to machine learning 
algorithms. It also includes visualization tools that allow users to explore and visualize data to better 
understand its characteristics and patterns. Visualization is essential for gaining insights and making 
informed decisions during the data analysis process. 

By WEKA, Users can evaluate the performance of different algorithms, compare results, and fine-
tune models based on evaluation metrics. In addition to that, there are user-friendly graphical 
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interface, making it accessible to both beginners and experienced data scientists. It allows users to 
build, train, and evaluate machine learning models without needing to write extensive code [22]. 

 
3.5 The Preprocessing  

 
The initial download of the first CICDDoS2019 dataset included all its features. To ensure data 

cleanliness, any instances of Not a Number (NaN) values and duplicate columns were removed. 
Within this process, a redundancy was identified in the "Fwd Header Length" feature, leading to the 
elimination of one of them. The dataset was then narrowed down to utilize only 320,000 records 
from four different files. Among these records, there were 64,000 instances for each type of DDoS 
attack (UDP, SYN, Portmap, MSSQL) and an additional 64,000 benign records. 

It is important to note that special attention was paid to addressing flawed data within the 
dataset. For instance, records with negative values were excluded from the dataset. Furthermore, all 
records with a source port or destination port value of zero were also eliminated. 

To enhance the precision of outcomes, feature selection was carried out based on widely 
recognized criteria. A visual representation of a subset of the CICDDoS2019 dataset can be found in 
Figure 1. 

 

 
Fig. 1. Sample of CICDDoS2019 dataset 

 
3.6 The Feature Selection Methods 

 
Feature selection methods play an important role in improving model performance, there is a 

trade-off between the number of features and the time complexity of an algorithm, the more 
features model leads to the most time complexity and the most accuracy, and vice versa. The number 
of features in the data set is 84. CICDDoS2019 is rich in features as compared to the rest of the 
datasets with a small number of features like the UCAL dataset [23]. Therefore, it is important to use 
feature selection techniques to reduce the number of features to enhance the current study. 

The features were chosen using a wrapper feature selection method and information gain to 
reduce the number of features by ranking the features depending on the required number of 
features. At first, the wrapper feature selection selects 12 features Table 2, then depending of the 
information gain score 3 different groups selected from 10 groups.  
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Table 2 
Features selected using the Wrapper Method 
# Feature selected  
1.  Average Packet Size 
2.  Destination Port 
3.  Flow Bytes/s 
4.  Flow Packets/s 
5.  Init_Win_bytes_backward 
6.  Init_Win_bytes_forward 
7.  Packet Length Mean 
8.  Packet Length Std 
9.  Protocol 
10.  Source IP 
11.  Source Port 
12.  Total Length of Fwd Packets 

 
The three selected groups contain 8, 6 and 4 features as illustrated in Table 3 but all the features 

belong to the main wrapper group Table 2. In addition, a fourth Set is added by replacing the Flow 
Bytes/s feature in Set 2 with source IP feature to test the effect of the source IP in detecting the 
attack. 
 
Table 3 
Features Sets used in the experiment 

# Set 
No. 

Features Features 
No. 

1 Set 1 Source Port, Destination Port, Protocol, Flow Bytes/s, Flow Packets/s, Packet Length Mean, 
Packet Length Variance, Average Packet Size 

8 

2 Set 2 Source Port, Destination Port, Flow Bytes/s, Flow Packets/s, Packet Length Mean, Packet 
Length Std 

6 

3 Set 3 Source Port, Destination Port, Flow Packets/s, Average Packet Size 4 
4 Set 4 Source IP, Source Port, Destination Port, Flow Packets/s, Packet Length Mean, Packet Length 

Std 
6 

 
The ML model dataflow is depicted in Figure 2. Algorithm 1 and 2 is used to select relevant 

features and eliminate worthless or not applicable features. 
 

 
Fig. 2. The ML and features selection process 
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Algorithms 1 and 2 are utilized for selecting the most appropriate features that distinguish 
irregular traffic from normal traffic. The stage of selecting and refining features is of utmost 
importance within the realm of machine learning. Not all features within a dataset are employed by 
machine learning algorithms. Employing the complete set of features for constructing a predictive 
model is not only resource-intensive, but it also prolongs the process. Initially, data must undergo 
normalization, deduplication, or rectification to address imbalanced data. In practical scenarios, 
datasets such as DDoS attack traffic tend to be extensive. Therefore, to effectively train these vast 
datasets containing numerous features, it is imperative to eliminate irrelevant or redundant 
information from the dataset. Moreover, insignificant or redundant features may negatively impact 
the performance of the detection mechanism. The distribution of attack classes in the CICDDoS2019 
dataset tends to be uneven. Additionally, the datasets encompass attributes that lack relevance 
when it comes to identifying attacks. 

Consequently, an adopted approach for feature selection is employed to identify extraneous 
features among the initial set of 84 features, serving as the initial phase within the machine learning 
process. 

 
Algorithm 1: Wrapper algorithm 

Input: F = Training dataset, processing n features f1, f2, f3... fn 
Output: The selected features list  
1.     Initialize an empty set S to hold the selected features. 
2.     Initialize a set F with all the features in the dataset. 
3.     While F is not empty, do the following: 
3.1. For each feature f in F, add f to S, and build a J48 decision tree using S as the feature set. 
3.1.1. Evaluate the performance of the decision tree. 
3.1.2. Keep track of the performance for each feature and decision tree. 
3.1.3. Remove the feature that resulted in the highest performance from S, if S is not empty. 
3.1.4. If removing the feature decreased performance or if S is empty, stop and return the set 

S as the selected features. 
            3.2 End for 
4.       End while 
5. End 

 
Algorithm 2: Filter Feature Selection 

Input: F: Dataset with features (X) and target variable (y). 
Output: A selected subset of features 
1. Calculate Feature Scores: 
a. For each feature in X: 

i. Apply a statistical test or compute a correlation score between the feature and the target 
variable. 

ii. Assign a score to each feature based on the test or correlation value. 
2. Rank Features: 
a. Sort features in descending order based on their scores. 
3. Select Top Features: 
a. Choose the top-k features with the highest scores. 
4. Return Selected Features.        
5. End 
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3.7 The Classifier Selection 
 
Utilizing the dataset, we develop classification models employing diverse machine learning 

techniques following the identification of optimal feature subsets through algorithms 1 and 2. 
Leveraging multiple learning models such as MP, REPT, PART, RF, and J48 - widely recognized 
supervised learning algorithms - we gauge their performance. 

The outcome of the approach outlined in algorithm 3.3 yields the most effective classifier, which 
had been used in the study.  

 
Algorithm 3: ClassifierSelect 

Input: FL = Features_List  
Output: Features Subsets, Accuracy, and Testing time with Fast and Accurate Model  
1. Begin 
2.   For every feature Fr in Feature_Ranked data 
3.     Start to Select from Feature Sets 
4.       SET1/Groups1 features 
5.       SET2/Groups2 features 
6.       SET3/Groups3 features 
7.       SET4/Groups4 features 
8.        For each Feature in SETs/Groups  
9.        Feed Selected features to MP, REPT, PART, RF, J48, Stacked_Modle     
10.           Apply Classifier 
11.               C1 = MultilayerPerseptron model 
12.               C2 = REP Tree model  
13.               C3 = PART model 
14.               C4 = Random Forest model  
15.               C5 = J48 model  
16.           Calculate Test time, Tree size, and Accuracy 
17.           Compare the Accuracy and testing time of C1, C2, C3, C4, and C5 
18. END Algorithm 

 
The evaluation criteria included both the accuracy of results and the speed of the training phase. 

The dataset comprised a diverse set of network packets, including both normal and malicious traffic, 
to provide a realistic representation of real-world network environments. The accuracy of results was 
assessed by measuring the algorithm's ability to correctly classify network traffic as normal or 
malicious. A high true positive rate and a low false positive rate were desirable to minimize both 
missed detections (false negatives) and false alarms (false positives). Furthermore, the training 
phase's speed was evaluated to ensure that the chosen algorithm could efficiently process large-scale 
network traffic data without excessive computational overhead. After careful analysis and 
comparison of the experimental results, it was found that the J48 algorithm, demonstrated 
outstanding performance. It achieved the highest accuracy in classifying network traffic with a true 
positive rate and a false positive rate. Moreover, the training phase of the model was significantly 
faster compared to other complex algorithms. 
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3.8 Performance Evaluation 
 
To evaluate the performance of the implemented classifiers for DDoS detection, there are several 

metrics introduced by [24] which are Accuracy, precision, recall and performance training time has 
been suggested. 

The four used metrics are explained shortly as the following: 
 

i. Training time: refers to the overall amount of time necessary to train the machine learning 
algorithm. 

ii. Accuracy: refers to the ratio of accurately predicted transactions to the total number of 
transactions. 
Accuracy = (TP+TN)/(TP+TN+FP+FN) 

iii. Precision: refers to the total predicted true transactions divided by the total predicted 
true transactions and false transactions. 
Precision = TP/(TP+FP) 

iv. Recall: refers to the total predicted number of transactions divided by the total number 
of actual transactions. 
Recall = TP/(TP+FN) 

  
4. Experimental Results and Discussion  

 
This section presents the results of the experimental model developed using machine learning 

algorithms such as J48, MultilayerPerseptron, PART, Random Forest, and RepTree. 
Weka is utilized to retrieve experimental results. As mentioned in section (Performance 

Evaluation) three metrics are used to measure the performance of the algorithm (training time, 
Accuracy, and error rate). The experiment test modes split data into 60% training and 40% testing. 

The results are presented and discussed regarding evaluation metrics: 
 

i. Training time: Table 4 illustrates that the highest training time belongs to 
MultilayerPerseptron (MP) and random forest (RF) algorithms respectively when using set 
1 (Figure 3) which contains 8 features. In contrast, the lowest time registered to REPTree 
and J48 respectively when using Set 3 which contains 4 features (Figure 5). Figure 4 and 
Figure 6 show the estimated time to train the classifier using Set 2 and Set 4 

 
Table 4 
Illustrates the training time for 5 algorithms using 4 sets of features 

Algorithm 
Training Time in Seconds 
Set 1 Set 2 Set 3 Set 4 

J48 3.7 2.8 2.23 2.54 
MP 148.8 118.14 88.03 88.89 
REPTree 2.38 1.44 0.96 1.01 
PART 7.15 5.74 4.28 4.84 
RF 68.86 56.14 58.57 45.44 
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Fig. 3. Training Time Using Set 1 

 

 
Fig. 4. Training Time Using Set 2 

 

 
Fig. 5. Training Time Using Set 3 

 

 
Fig. 6. Training Time Using Set 4 
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Because of the results in Table 4, the rest of the paper will focus on the results gained by using 
features in Set 2 and Set 3 only. 

 
ii. Accuracy: The analysis of the data reveals that four classifiers, J48, RepTree, PART, and 

Random Forest have an overall accuracy greater than 99.9% when using features in set 2, 
and set 3. RF gets the highest accuracy with 99.99% in both feature sets as presented in 
Table 5.  

 
Table 5 
Overall accuracy of the classifiers after implementation using 
features in Set 1 and Set 2 

Algorithm 
Overall Accuracy 
Set 2 Set 3 

J48 99.9684 99.9647 
MP  99.3122 98.1159 
REPTree 99.9566 99.955 
PART  99.9712 99.965 
RF  99.9909 99.9903 

 
When diving deep through the data, the numbers show that all the classifiers successfully 
detected the BENIGN with 100% of accuracy except MP. Portmap got the second-best 
detection result with an accuracy average of 99.9% by all the classifiers in both sets, in 
contrast, the MSSQL attack had the highest error rate in all the classifiers' results except 
with the RF classifier which classified it with 100% accuracy. All the other classifiers have 
acceptable results in most of the cases as illustrated in Table 6. 

 
Table 6 
Accuracy of classifying different DDoS attacks when implementing classifiers using 
features in Set 2 and Set 3 

Algorithm Attack 
Accuracy 
Set 2 Set 3 

J48 

BENIGN 1 1 
UDP 0.9996875 0.999609 
Syn 0.99973438 0.999734 
Portmap 0.9999375 0.999891 
MSSQL 0.9990625 0.999 

MP 

BENIGN 0.99346875 0.989781 
UDP 0.99323438 0.98325 
Syn 0.99876563 0.993734 
Portmap 0.99907813 0.999156 
MSSQL 0.9810625 0.939875 

REPTree 

BENIGN 1 1 
UDP 0.99935938 0.999234 
Syn 0.99965625 0.99975 
Portmap 0.9999375 0.999875 
MSSQL 0.998875 0.998891 

PART 

BENIGN 1 1 
UDP 0.99959375 0.999516 
Syn 0.9996875 0.999734 
Portmap 0.99996875 0.999906 
MSSQL 0.9993125 0.999094 

RF BENIGN 1 1 
UDP 0.99975 0.999781 
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Syn 0.99982813 0.999781 
Portmap 0.99996875 0.999953 
MSSQL 1 1 

 
RF, PART, and J48 respectively had the best accuracy among all the classifiers with minor 

differences not exceeding 0.01 to 0.02 when using features of set 1 and set 2. Figure 7 and Figure 8 
illustrates the accuracy differences between the classifiers graphically for a better explanation. 

 

 
Fig. 7. Accuracy of classifiers based on attack type using features of Set 2 

 

 
Fig. 8. Accuracy of classifiers based on attack type using features of Set 3 
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numerator and denominator are equal, i.e. TP = TP + FP, does precision equal 1, and this 
also implies that FP is zero. As illustrated in Figure 9, when using Set 2, the majority of the 
precision values are (1) except in the MLP classifier. The Precision dropped to 0.9 in 
classifying UDP attacks by the classifiers (J48, MP, REPTree, and PART). Excluding J48 the 
0.9 precision is still gained when classifying the MSSQL attack with the rest classifiers. RF 
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is the only classifier that had precision with value (1) when classifying all the attack cases. 
The results indicate that when using precision as a performance metric the better 
classifier is RF followed by J48. On the other hand, the values which have a precision of 
0.9 means that FP is 0.1 or less which is acceptable, not bad. 

 

 
Fig. 9. Precision of classifiers based on attack type using features of Set 2 

 
Figure 10, shows that when using Set 3, RF is still the only classifier that had (1) when 
classifying all the attack cases, also all the other cases are similar to the results that were 
gained when implementing the classifiers using Set 2 features. 

 

 
Fig. 10. Precision of classifiers based on attack type using features of Set 3 
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the best classifier followed by J48 and PART where REPTree got the fourth place and MLP 
the last. See Figure 11. 

 

 
Fig. 11. Recall of classifiers based on attack type using features of Set 2 

 
The same results were gained when using Set 3 features and the classifiers still have the 
same performance sequence see Figure 12. 

 

 
Fig. 12. Recall of classifiers based on attack type using features of Set 3 

 
By analysing the results of four performance measures obtained by the five classifiers for 
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99.99% with both sets. PART and J48 classifiers detected attacks more accurately with set 
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Packet Length Mean, Packet Length Std), both obtained 99.9712 and 99.684 percent 
accuracy respectively. 
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The rest of the classifiers are not bad but the mentioned three had the highest accuracy 
score in identifying 4 types of DDoS Attacks (UDP, SYN, Portmap, and MSSQL). Because of 
the minor difference between the three classifiers in accuracy, precision, and recall, the 
training time was used to give a final decision. The fastest trained classifier in 
implementation was REPTree with 0.96 seconds when using set 3, followed by J48 with 
2.23 seconds, and 4.28 seconds by PART with the same set of features. The same 
classifiers (REPTree, J48, and PART) with the same sequence, were trained using set 2 in 
1.44, 2.8, and 5.74 seconds respectively. In contrast, the classifier with the highest time 
consumption was MLP and RF respectively in both sets. To determine the better classifier, 
the best feature set should be determined first, according to the accuracy obtained, 
feature set 2 is better. Now to determine the better classifier which can be used as a 
classifier in a real-time proposed model, the time factor is very important to take into 
consideration. Because of the high time required to train, the highest accuracy classifier 
RF is excluded. the second highest accuracy (PART) classifier required time more than J48 
which has approximately the same accuracy score as PART see Table 7. For that, the 
decision was taken to use J48 as a classifier with acceptable accuracy, precision, recall, 
and training time. The highest accuracy score for each feature group is summarized in 
Table 7. 
  

Table 7 
The best accurate classifiers with feature sets and training time 

Set No. The classifiers The Accuracy scores % Train time 
In seconds 

Set 2  Random Forest (RF) 99.990 56.14 
PART 99.971 5.74 
J48 99.964 2.8 

Set 3 Random Forest (RF) 99.990 58.57 
PART 99.965 4.28 
J48 99.964 2.23 

 
Table 8 shows the accuracy of several previous experiments in comparison with this study. 

 
Table 8 
A comparison between this study and existing systems 

# Authors Year of the study Detection 
Accuracy Features 

1 [25] 2020 99.79 22 
2 [26] 2020 99.55% 10 

3 [27] 2021 99.79% 15 
96.47% 4 

4 [28] 2021 99.50% unknown 

5 [29] 2022 99.51 4 
99.96 8 

6 This study 2023 99.97 6 
 

The proposed model with six features (selected based on wrapper and information gain) 
produced the best results for identifying DDoS attacks compared to previous research. 
Experiments indicate that the proposed J48 classifier requires less training time and 
performs better with an accuracy of approximately 99.97%, as shown in Table 8 for earlier 
works. 
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6. Conclusion 
 
Using the CICDDoS2019 dataset, five supervised machine learning algorithms were implemented 

to determine its efficiency in detecting 4 types of DDoS attacks utilizing performance measures like 
training time, accuracy, precision, and recall. By wrapper and information gain, 4 sets of features are 
determined. The more efficient set was the one that contained six features. All the classifiers 
achieved good and acceptable accuracy, precision, and recall, but for fast detection, training time is 
used as an additional factor. 

Experiments demonstrated that the RF algorithm was the most accurate with an accuracy rate of 
99.99% but the training time was very high. In contrast, the J48 algorithm accuracy reached 99.97% 
in 2.8 seconds. Because of That, J48 is the best option for detecting 4 types of DDoS attacks when 
using the six selected features in Set 2. 
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