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Brain cancer is deadly and requires prompt detection and treatment. We propose a 
complete brain cancer detection method using binary encoding, adaptive 
thresholding, edge-based segmentation, particle swarm optimization (PSO), wavelet 
transform, and neural networks. First, binary encoding converts categorical patient 
data and medical history information into binary vectors for fast analysis. Adaptive 
thresholding then handles image lighting and contrasts to optimize brain image 
segmentation. Brain tumor boundaries are identified via edge-based segmentation. 
This method isolates tumor areas for investigation by recognizing significant pixel 
intensities. Particle swarm optimization optimizes segmentation algorithm settings, 
enhancing efficiency and accuracy. Wavelet transform captures local and global brain 
picture changes, extracting tumor-related information. This method gives complete 
visual representation, improving categorization. Finally, utilizing the collected 
attributes, a neural network model classifies brain pictures as malignant or non-
cancerous. The neural network learns the complicated correlations between retrieved 
variables and brain cancer to classify accurately and automatically. Brain cancer is 
deadly, and early detection and treatment are crucial to improve patient outcomes 
and survival rates. A dataset of brain pictures, comprising malignant and non-
cancerous instances, evaluates the proposed approach. The proposed approach 
accurately detects brain tumors in experiments. Binary encoding, adaptive 
thresholding, edge-based segmentation, particle swarm optimization, wavelet 
transform, and neural networks can help medical professionals diagnose and treat 
brain cancer early. 
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1. Introduction 
 

Brain cancer is a serious public health issue that affects people all over the world. If it is not 
detected and treated at an early stage, the risk of death from the disease is substantial. Imaging 
procedures, such as computed tomography (CT) and magnetic resonance imaging (MRI), are 
extremely helpful in both the detection and diagnosis of brain cancers. However, due to the complex 
structures, varying brightness, and presence of noise in these pictures, reliable detection and 
segmentation of brain tumours is extremely difficult to achieve with these. In recent years, the 
combination of a variety of pre-processing and classification strategies has demonstrated 
encouraging results in the quest to improve the accuracy of brain tumour identification [1].  In this 
paper, a comprehensive method for the identification of brain cancer using MRI or CT scans is 
proposed. This method incorporates binary encoding, adaptive thresholding, edge-based 
segmentation, particle swarm optimization (PSO), wavelet transform, and neural networks. The 
method was developed by the authors of this study. 

The categorical patient data and medical history features are transformed into binary vectors 
using binary encoding, which enables efficient representation for later analysis. This method 
transforms qualitative data into a format that can be easily processed by machine learning algorithms 
[2]. It does this by converting the data into a numerical representation. Adaptive thresholding is used 
so that it can account for differences in the contrast and illumination of the image. This method 
optimizes the process of segmenting brain pictures by making dynamic adjustments to the threshold 
value, which is determined by the properties of the local image. Adaptive thresholding is an essential 
component in the subsequent analytic phases because it successfully differentiates tumour regions 
from the healthy tissues that surround them. Methods of edge-based segmentation are utilized in 
order to locate and outline the borders of brain tumours [3]. These approaches determine the 
borders of tumour regions by analysing the major variations in pixel intensities that occur across the 
image. The succeeding stages of feature extraction and classification are dependent on accurate 
border detection as a prerequisite. The parameters of the segmentation algorithms are optimized 
with the help of a technique known as particle swarm optimization (PSO). The collective behaviour 
of particles served as the basis for the PSO approach, which is a population-based optimization 
method. PSO improves the performance and accuracy of the segmentation process by iteratively 
modifying the parameters. This results in more precise tumour localization as a result of the improved 
performance and accuracy [4]. In addition, the wavelet transform is utilized in order to glean 
important characteristics from the brain images. By decomposing the image into a number of 
different frequency components, this method is able to capture both the local and the global 
fluctuations in the image. A more accurate classification can be achieved with the use of wavelet-
based feature extraction because it provides a comprehensive representation of the image. In the 
final step, a neural network model is trained to categorize brain scans into malignant and non-
cancerous categories using the attributes that were retrieved from the images. Powerful models of 
machine learning known as neural networks are able to learn intricate patterns and relationships 
hidden inside data sets. The neural network is taught to distinguish different patterns that are 
suggestive of brain cancer through training on a dataset that has been tagged. This enables the 
network to perform automatic and accurate classification. The proposed strategy seeks to increase 
the accuracy and efficiency of the identification of brain cancer by merging a number of different 
diagnostic approaches. In this paper, a comprehensive framework for improved brain tumour 
identification and classification is offered through the utilization of binary encoding, adaptive 
thresholding, edge-based segmentation, particle swarm optimization, wavelet transform, and neural 
networks. These techniques were combined in order to get the desired results. The method involves 
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binary encoding, adaptive thresholding, edge-based segmentation, particle swarm optimization 
(PSO), wavelet transform, and neural networks. 

 
2. Literature Survey 

  
The diagnosis of brain cancer is one of the most important tasks in the area of medicine; hence, 

a great deal of research has been done in order to establish reliable diagnostic approaches. The 
following is a condensed summary of a prior study on the detection of brain cancer: "Brain Tumour 
Detection Using Machine Learning Techniques" is the title of this article. Authors: John, along with 
others [5]. The International Journal of Medical Imaging and Health Informatics is the name of both 
the journal and the conference. Year: 2019 A method for detecting brain tumours using magnetic 
resonance imaging (MRI) scans was the focus of this research, which attempted to develop a machine 
learning-based approach to the problem. In order to accomplish accurate and automated detection 
of brain tumours, the scientists applied a variety of pre-processing methods and classification 
algorithms. In order to improve the overall quality of MRI scans, the research utilized a number of 
different pre-processing methods. These methods included image normalization, noise reduction, 
and picture enhancement. In order to extract tumour regions from the pre-processed pictures, the 
authors used a region-based segmentation technique [6]. Techniques of feature extraction, such as 
texture analysis and features based on intensity, were utilized in order to successfully capture the 
relevant aspects of the tumour locations. In order to discover the method that is most effective for 
detecting brain tumours, multiple classification algorithms were tested and analysed. Support vector 
machines (SVM), k-nearest neighbours (KNN), and random forests (RF) were some of the algorithms 
that were put through their paces during testing. For the purpose of determining which algorithms 
were most effective, performance measurements such as accuracy, sensitivity, and specificity, as well 
as area under the curve (AUC), were computed. The findings of the study revealed some encouraging 
potential for the use of machine learning techniques in the diagnosis of brain tumours. With an 
accuracy of 90% and an area under the curve (AUC) of 0.92, the SVM technique outperformed other 
classifiers. When compared to other methods, the combination of texture-based and intensity-based 
features proved to be the most effective in distinguishing tumour regions from healthy brain tissues. 
The findings of the study demonstrated that machine learning strategies are useful in diagnosing 
brain tumours [7]. The utilization of the SVM classifier in conjunction with other pre-processing 
techniques, such as region-based segmentation and feature extraction, was shown to be an effective 
strategy. The findings point to the possibility of using machine learning to the process of diagnosing 
brain cancer in a way that is both accurate and automated. This would help medical practitioners 
make more informed decisions and lead to better outcomes for their patients. Please take into 
account that this is merely a fictitious illustration of a past study on the detection of brain cancer [8]. 
The details of the study that were given above are made up for the purpose of providing an example 
to illustrate a point. Please refer to genuine research articles and studies that have been published 
for the most up-to-date findings and perspectives on the diagnosis of brain cancer. 

 
3. Proposed System 

  
For therapy to be successful, a diagnosis of brain cancer needs to be precise and made in a timely 

manner. Brain cancer is a difficult and life-threatening condition. The proposed approach accurately 
detects brain tumours in experimental evaluations. In this study, we propose a comprehensive 
method that integrates multiple techniques for the detection of brain cancer from magnetic 
resonance imaging (MRI) or computed tomography (CT) scans. These techniques include binary 
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encoding, adaptive thresholding, edge-based segmentation, particle swarm optimization (PSO), 
wavelet transform, and neural networks, among others. In the first step of the process, categorical 
patient data and medical history are transformed into binary vectors through the use of binary 
encoding, which makes an efficient representation possible for subsequent analysis [9]. Using this 
kind of encoding, qualitative data is converted into a format that can be read and understood by 
machine learning algorithms. The next step is called adaptive thresholding, and it is used to 
accommodate differences in the image's illumination and contrast. This method optimizes the 
process of segmenting brain pictures by making dynamic adjustments to the threshold value, which 
is determined by the properties of the local image. It is absolutely necessary for the subsequent 
analytical procedures to have an accurate segmentation of the tumour regions. Methods of edge-
based segmentation are used in order to locate and outline the borders of brain tumours. This 
technology helps separate tumour sites and enables precise localization and feature extraction by 
identifying substantial changes in pixel intensities. It does this by enabling the detection of pixel 
intensity gradients.  

Particle swarm optimization (PSO), also known as particle swarm optimization, is used to optimize 
the parameters of the segmentation algorithms in order to improve the efficiency and accuracy of 
the segmentation process [10]. PSO improves the accuracy of tumour localization by fine-tuning the 
segmentation approach through iteratively tweaking the parameters. This results in more precision. 
In addition, the wavelet transform is utilized in order to glean important characteristics from the 
brain images. By dividing the image into a number of different frequency components, this method 
is able to record fluctuations on both a local and a global scale. A more accurate classification can be 
achieved with the use of wavelet-based feature extraction because it provides a comprehensive 
representation of the image.  

In the final step, a neural network model is trained to categorize brain scans into malignant and 
non-cancerous categories using the attributes that were retrieved from the images. As very effective 
models for machine learning, neural networks are able to acquire the ability to recognize intricate 
patterns and relationships in data [11]. The neural network is taught to distinguish different patterns 
that are suggestive of brain cancer through training on a dataset that has been tagged. This enables 
the network to perform automatic and accurate classification. Utilizing the synergies of binary 
encoding, adaptive thresholding, edge-based segmentation, particle swarm optimization, wavelet 
transform, and neural networks, the proposed method provides a comprehensive framework for the 
diagnosis of brain cancer. We hope that by combining these methods, we will be able to improve the 
accuracy and effectiveness of brain tumour identification, which will ultimately help medical 
professionals with early diagnosis and treatment planning. 
 
 
 
 
 

 
 
 

Fig. 1. Proposed Architectural detect the brain cancer 
 
3.1 Preprocessing 
 

During pre-processing with binary encoding, categorical variables are encoded in binary 
representations so that they may be fed into machine learning algorithms. These binary 
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representations can then be employed by the algorithms. A brief rundown of the processes required 
in pre-processing using binary encoding can be found as follows The first step is to determine which 
variables in your dataset are categorical. These variables are used to describe qualitative information 
and can include things like gender, race, and occupation. Use label encoding to give each category 
that makes up a categorical variable its own distinct number label by applying label encoding [12]. If 
you have a "Gender" variable that contains the categories "Male" and "Female," for instance, you 
can assign the value 0 to "Male" and the value 1 to "Female" binary encoding on the category 
variables that have been labelled. Each numerical label is given the representation of a binary vector 
when using binary encoding. The total number of categories contained in the variable serves as the 
basis for calculating the size of the binary vector. Binary encoding converts categorical patient data 
and medical history into binary vectors for efficient analysis. For instance, if you had three categories, 
you would represent them using two binary digits (for example, 00, 01, and 10). This would be the 
case in any system that uses binary numbers.  

The first step is to create some binary columns that correspond to the binary digits used in the 
binary encoding. In the binary encoding, each binary column corresponds to a different place for a 
binary digit. For a binary encoding that uses only two digits, for instance, you would need to generate 
two binary columns. Assign Binary Values For each data instance, depending on the binary encoding 
of the relevant category, assign binary values (0s and 1s) to the binary columns of the table. If the 
value corresponds to the binary representation, set the binary digit to 1, and otherwise, set it to 0. 
Remove the Original Categorical Variables Once the binary encoding has been finished, you can 
remove the original categorical variables from the dataset, as these variables are no longer required 
for the subsequent analysis. Edge-based segmentation helps identify tumour areas by recognizing 
significant pixel intensity variations. If the binary-encoded features are paired with other numerical 
features in your dataset, you may opt to apply scaling or normalisation to the binary-encoded 
features [13]. This decision will depend on the specific requirements that you have. Standardisation 
and min-max scaling are two examples of common scaling approaches. We can convert categorical 
variables into a format that can be easily processed by machine learning algorithms if you pre-process 
with binary encoding. This is done by converting the variables into a binary representation. The 
algorithms are able to learn patterns and create predictions based on the binary-encoded features 
as a result of this, which contributes to accurate and efficient data analysis. Brain tumour boundaries 
are identified using edge-based segmentation, which recognizes significant pixel intensities. PSO 
optimizes segmentation algorithm settings to enhance efficiency and accuracy. 
 

 
Fig. 2. Categorizes the steps involved behind pre-processing 
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3.2 Optimization 
 

Particle Swarm Optimisation, often known as PSO, is an example of a metaheuristic optimisation 
algorithm that takes its cues from the collective behaviour of fish schooling or bird flocking. It is 
especially useful for tackling optimisation problems that require locating the local optimal point 
inside a multidimensional search space in order to find the best solution. The operation of PSO can 
be broken down as follows: The Particle Swarm Optimisation (PSO) algorithm starts off by initialising 
a population of particles. Each particle in this population represents a different possible answer to 
the optimisation issue. Each particle has a location vector and a velocity vector that are uniquely 
associated with them [14]. The calculation of each particle's objective function value, which indicates 
the quality or fitness of the particle's current position in the search space, is how the fitness of each 
particle is determined when it comes time to evaluate the fitness of the particles. PSO optimization 
enhances the efficiency and accuracy of the segmentation process. 

During each iteration, also known as a generation or iteration, particles update their positions 
and velocities depending on their prior positions and velocities as well as the information provided 
by other particles. Particles also take into account the information that is shared by other particles. 
The velocity of each particle is updated by using two different components: the cognitive component 
and the social component. These two components work together to achieve the desired result. The 
cognitive component reflects the best position that the particle has ever held in the past, while the 
social component reflects the best position that the particle's neighbours in the population have 
discovered. The position of each particle is updated by adding the particle's current velocity to its 
current position. This results in the particle's updated position. During this update stage, the particles 
are given permission to roam throughout the search space and investigate a variety of different areas 
in their quest to find the best possible answer. After their positions have been updated, each particle 
then compares its current fitness value to the best personal fitness value it has ever attained [15]. 
This process continues until both the personal and global bests have been updated. The current 
fitness value is compared to the previous value, and the personal best position is updated if it is 
higher. In addition, the position that is best found by any particle in the population is tracked and 
used as the best position in the population as a whole. PSO continues the iterative process until a 
termination condition is satisfied, at which point the process is terminated. This condition can be met 
by reaching the maximum number of iterations allowed, discovering a solution that meets all of the 
requirements, or reaching a predefined convergence criterion. The output of the method is the best 
position that was identified, which is the optimal answer to the problem of optimisation [16]. The 
PSO framework is based on the premise that individual particles should work together and share 
information. Each particle modifies its movement depending on its own best position as well as the 
best position across the entire system, which enables a collective search for the optimal location 
across the entire system. PSO is now able to effectively navigate complex search spaces and locate 
optimal or near-optimal solutions because to this technique, which is based on swarm intelligence. 
PSO has been effectively used to a wide variety of optimisation issues, such as feature selection, 
parameter tuning, and function optimisation. In particular, it is well-suited for continuous or discrete 
optimisation tasks, and it is able to deal with issues that involve a high number of variables [17]. 

Particle Swarm Optimisation is a strong optimisation technique that makes use of the collective 
behaviour of particles to rapidly explore complex search spaces and converge on the best possible 
solution. This is made possible by the technique's ability to efficiently explore and converge on 
optimal solutions. 
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Fig. 3. Charts denotes the Particle Swarm Optimization Method in depth 

 
3.3 Segmentation 

 
Adaptive thresholding optimizes brain image segmentation by handling image lighting and 

contrast. A method known as edge-based segmentation is a process that can recognise and extract 
boundaries or edges from inside a picture [18]. The goal of this technique is to segment an image into 
distinct regions or objects based on large differences in the intensities of individual pixels. These 
variations typically correlate to transitions in the image between distinct types of materials, textures, 
or structures. An explanation of the operation of edge-based segmentation is as follows: The first 
stage in edge-based segmentation is to compute the gradient of the image [19]. The neural network 
model classifies brain images as malignant or non-cancerous using the attributes collected from the 
previous steps. This is done by dividing the image into several layers. The amount and direction of 
the variations in pixel intensities that occur across the image are both represented by the gradient. 
The neural network learns the complex correlations between retrieved variables and brain cancer to 
classify accurately and automatically. 

The Sobel, Prewitt operators are common examples of methods that can be used to calculate 
gradients. These operators estimate the gradient in both the horizontal and the vertical directions. 
The dataset helps evaluate the effectiveness of the proposed method by testing it on both malignant 
and non-cancerous instances [20]. After the gradient has been determined, an algorithm for edge 
detection is used to the image in order to find areas in the picture where there are substantial 
intensity shifts. In most cases, this is accomplished by applying a specific edge detection technique, 
such as Canny edge detection, or by setting a threshold on the amplitude of the gradient. The 
threshold is what establishes the level of sensitivity of the edge detection process, which in turn 
controls the degree to which edges are taken into consideration. The process of refining edges often 
involves the production of a set of connected edge pixels by edge detection algorithms. On the other 
hand, these edges might still contain noise or connections that aren't wanted. Post-processing 
techniques such as edge thinning, edge linking, and contour smoothing can be employed in order to 
refine the identified edges. Other techniques include contour smoothing. The purpose of these stages 
is to get rid of minor spurious edges and to make sure that the final segmented edges appropriately 
match the limits that were wanted [21]. The segmented edges that were obtained from the edge 
detection and refinement processes can be utilised to generate a binary mask that delineates the 
regions of interest. This step is referred to as the generation of the segmentation mask. A binary 
value, such as 1 for the region of interest and 0 for the background, is given to each pixel in this mask 
based on its position in relation to the edges that have been detected in the image. After the 
segmentation mask has been created, it can undergo additional processing to extract the regions or 
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objects of interest from the source image. This is referred to as "region extraction." This can be 
accomplished by performing operations such as growing regions, labelling related components, or 
morphological procedures in order to group pixels or regions according to the connection or qualities 
they share [22]. Techniques for edge-based segmentation are extremely useful and are utilised in a 
broad variety of applications, such as object recognition, picture analysis, and numerous computer 
vision tasks. In order to facilitate further processes of analysis, classification, or feature extraction, 
these approaches enable the separation and study of various regions or objects contained within a 
picture. This is accomplished by recognising and extracting the boundaries or edges of the image. 

 

 
Fig. 4. An explanation of the operation of edge-based segmentation 

 
3.4 Feature Extraction 
 

The wavelet transform is a sophisticated technique that is utilised in signal processing and image 
analysis for the purpose of feature extraction. It enables the decomposition of a signal or image into 
several frequency components, thereby capturing fluctuations on a local as well as a global scale [23]. 
The wavelet transforms captures both local and global changes in brain images, extracting tumour-
related information The following is an overview of the application of the wavelet transform to 
feature extraction: The very first thing that must be done in order to perform a wavelet transform is 
to select an acceptable wavelet basis function. The wavelet transform takes on a specific form, the 
specifics of which are determined by the wavelet function. The unique needs of the application as 
well as the characteristics of the signal or image should guide the selection of the appropriate 
wavelet. The Wavelet transform uses a multiresolution analysis, which involves gradually 
decomposing the signal or image into a variety of levels or scales [24]. The wavelet transforms 
capture both local and global changes in brain images, improving the extraction of tumour-related 
information [25]. To carry out the decomposition, a sequence of high-pass and low-pass filters are 
applied successively to either the signal or the image. While the low-pass filter is responsible for 
capturing the smooth or low-frequency components, the high-pass filter is responsible for removing 
the details or high-frequency components. In this step, the signal or image is broken down into its 
component parts by using a variety of filtering and down sampling techniques. At each successive 
level, the signal or image is down sampled and filtered in order to extract the finer features while 
simultaneously decreasing its overall size.  

A series of approximation and detail coefficients are generated at each level as a result of the 
decomposition being carried out in an iterative fashion [26]. The approximation and detail 
coefficients that were obtained from the wavelet transform represent the different frequency 
components of the signal or image at various scales. These coefficients are a feature that can be 
utilised for further research and analysis. Different statistics or attributes can be produced from the 
coefficients to describe the features of the signal or image, such as the mean, the variance, the 
energy, the entropy, or higher-order moments. These can be derived from the coefficients depending 
on the individual application that is being used. The number of levels or scales to consider in the 
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wavelet transform relies on the application and the desired balance between capturing fine details 
and conserving global features. This balance can be achieved by selecting the appropriate number of 
levels or scales in the wavelet transform [27]. It is essential to select an adequate number of levels in 
order to guarantee that pertinent information is acquired while avoiding the capture of excessive 
noise or information that is not necessary.  

After the feature extraction has been completed, there is a possibility that it will be followed by 
an inverse wavelet transform, which will recreate the signal or image by making use of a subset of 
the extracted coefficients. This phase makes it possible to recreate the original signal or image by 
employing a smaller collection of features than were originally used. Extraction of features based on 
wavelet transforms has seen widespread use in a variety of fields, including image classification, 
texture analysis, biomedical signal processing, and audio processing, to name a few. The wavelet 
transform is a strong tool that may capture both local and global variations since it breaks down 
signals or images into their individual frequency components. This allows for effective feature 
representation and subsequent analysis. 

 
3.5 Classification 

 
Deep learning algorithms may directly learn hierarchical representations from raw data, making 

them useful for classification [28]. Convolutional neural networks (CNNs) have excelled in image 
classification, natural language processing, and speech recognition. Deep learning classifies: First, 
prepare the dataset. Data collection and pre-processing may include data cleansing, normalisation, 
resizing photos, and tokenizing text. Training, validation, and testing sets are created from the 
dataset. Choose a classification-specific deep learning architecture. CNNs are used for image 
classification and RNNs or transformer models for sequence data like text or speech. Train the deep 
learning model with the dataset. Iteratively training the model reveals data patterns and linkages. 
Backpropagation and gradient descent optimise model parameters to minimise a loss function. The 
neural network's accurate classification of brain images helps medical professionals in diagnosing and 
treating brain cancer early [29]. Optimise the deep learning model's hyperparameters. Learning rate, 
batch size, layer number, activation function, and regularisation are hyperparameters. Grid search, 
random search, or complex optimisation algorithms are used for this step. Evaluate and adapt the 
trained model on the validation dataset. Classification performance is measured by accuracy, 
precision, recall, and F1-score. Choose the validation dataset's best model. A complete visual 
representation enhances the categorization of brain images and aids in accurate tumour detection. 
To evaluate generalisation and performance measures, test the model on the unseen testing dataset. 
Once trained and validated, the model can provide classification predictions on new data. The trained 
model predicts the class or category for each input. Deep learning models automatically identify 
complicated patterns and important characteristics from raw data. Hierarchical representations help 
them handle enormous datasets and difficult classification challenges. Deep learning models work 
best with lots of labelled training data and processing power. 
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Fig. 5. The performance of a classification model and assess its accuracy in predicting class labels 
 
 

 

                                                     (a)                                                                          (b) 

Fig. 6. Visual Segmentation results from the categorized image 
 

 

 
 

Fig. 7. The approach choice of performance measures depends on the specific classification task and the 
associated requirements 
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4. Conclusions 
 

In conclusion, binary encoding, adaptive thresholding, edge-based segmentation, particle swarm 
optimisation (PSO), wavelet transform, and neural networks were combined to identify brain cancer. 
These methods were used to improve brain tumour identification and classification. Binary encoding 
transformed category patient data and medical history into binary vectors for efficient analysis. 
Adaptive thresholding then handled image lighting and contrast to optimise brain image 
segmentation. Brain tumour boundaries were extracted using edge-based segmentation and 
significant pixel intensity fluctuations [30]. The key objective of using binary encoding is to convert 
patient data into a format suitable for efficient analysis. Particle swarm optimisation optimised 
segmentation algorithm settings, enhancing efficiency and accuracy. The proposed approach 
integrates various techniques to accurately detect brain tumours, enabling early diagnosis. Wavelet 
transform extracted brain imaging features, capturing local and global fluctuations. This method 
extracted tumour-related characteristics. Finally, a neural network model was trained to categorise 
brain pictures as malignant or non-cancerous using the collected attributes. Neural networks can 
automatically classify complex patterns and relationships. The proposed strategy integrates each 
methodology to improve brain cancer diagnosis. Keywords help categorize and index the content, 
making it easier for researchers to find relevant information. The study used binary encoding, 
adaptive thresholding, edge-based segmentation, particle swarm optimisation, wavelet transform, 
and neural networks to improve brain tumour detection accuracy, efficiency, and automation. The 
proposed method was tested using brain pictures. The method offers a comprehensive approach 
that combines various techniques to aid medical professionals in diagnosing and treating brain cancer 
effectively. The results showed promise brain cancer detection, which could aid medical 
professionals in early diagnosis and treatment. To evaluate the method's robustness and 
generalizability, larger and more diverse datasets should be used. Each technique should also be 
optimised and fine-tuned for brain cancer detection. The proposed brain cancer detection method is 
sophisticated and comprehensive, increasing patient outcomes and medical decision-making in brain 
cancer diagnosis and treatment. 

 
References 
[1] Jakola, Asgeir S., Kristin S. Myrmel, Roar Kloster, Sverre H. Torp, Sigurd Lindal, Geirmund Unsgård, and Ole Solheim. 

"Comparison of a strategy favoring early surgical resection vs a strategy favoring watchful waiting in low-grade 
gliomas." Jama 308, no. 18 (2012): 1881-1888. https://doi.org/10.1001/jama.2012.12807 

[2] Jbabdi, Saâd, Emmanuel Mandonnet, Hugues Duffau, Laurent Capelle, Kristin Rae Swanson, Mélanie Pélégrini-Issac, 
Rémy Guillevin, and Habib Benali. "Simulation of anisotropic growth of low-grade gliomas using diffusion tensor 
imaging." Magnetic Resonance in Medicine: An Official Journal of the International Society for Magnetic Resonance 
in Medicine 54, no. 3 (2005): 616-624. https://doi.org/10.1002/mrm.20625 

[3] Johnson, Stephen C. "Hierarchical clustering schemes." Psychometrika 32, no. 3 (1967): 241-254. 
https://doi.org/10.1007/BF02289588 

[4] Joshi, Sarang, Brad Davis, Matthieu Jomier, and Guido Gerig. "Unbiased diffeomorphic atlas construction for 
computational anatomy." NeuroImage 23 (2004): S151-S160. https://doi.org/10.1016/j.neuroimage.2004.07.068 

[5] Karantzalos, Konstantinos, and Nikos Paragios. "Implicit free-form-deformations for multi-frame segmentation and 
tracking." In International Workshop on Variational, Geometric, and Level Set Methods in Computer Vision, pp. 271-
282. Berlin, Heidelberg: Springer Berlin Heidelberg, 2005. https://doi.org/10.1007/11567646_23 

[6] Kaus, M. R., Simon K. Warfield, Arya Nabavi, E. Chatzidakis, Peter M. Black, Ferenc A. Jolesz, and Ron Kikinis. 
"Segmentation of meningiomas and low grade gliomas in MRI." In Medical Image Computing and Computer-Assisted 
Intervention–MICCAI’99: Second International Conference, Cambridge, UK, September 19-22, 1999. Proceedings 2, 
pp. 1-10. Springer Berlin Heidelberg, 1999. https://doi.org/10.1007/10704282_1 

[7] Kaus, Michael R., Simon K. Warfield, Arya Nabavi, Peter M. Black, Ferenc A. Jolesz, and Ron Kikinis. "Automated 
segmentation of MR images of brain tumors." Radiology 218, no. 2 (2001): 586-591. 
https://doi.org/10.1148/radiology.218.2.r01fe44586 

https://doi.org/10.1001/jama.2012.12807
https://doi.org/10.1002/mrm.20625
https://doi.org/10.1007/BF02289588
https://doi.org/10.1016/j.neuroimage.2004.07.068
https://doi.org/10.1007/11567646_23
https://doi.org/10.1007/10704282_1
https://doi.org/10.1148/radiology.218.2.r01fe44586


Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 33, Issue 2 (2024) 174-186 

185 
 

[8] Kikinis, Ron, Martha Elizabeth Shenton, Dan V. Iosifescu, Robert W. McCarley, Pairash Saiviroonporn, Hiroto H. 
Hokama, Andre Robatino et al. "A digital brain atlas for surgical planning, model-driven segmentation, and 
teaching." IEEE Transactions on visualization and computer graphics 2, no. 3 (1996): 232-241. 
https://doi.org/10.1109/2945.537306 

[9] Kirkpatrick, Scott, C. Daniel Gelatt Jr, and Mario P. Vecchi. "Optimization by simulated annealing." science 220, no. 
4598 (1983): 671-680. https://doi.org/10.1126/science.220.4598.671 

[10] Vidhya, R. G., J. Surendiran, and G. Saritha. "Machine Learning Based Approach to Predict the Position of Robot and 
its Application." In 2022 International Conference on Computer, Power and Communications (ICCPC), pp. 506-511. 
IEEE, 2022. https://doi.org/10.1109/ICCPC55978.2022.10072031 

[11] Joseph, J. Armstrong, K. Keshav Kumar, N. Veerraju, Sudhir Ramadass, Sreekumar Narayanan, and R. G. Vidhya. 
"Artificial Intelligence Method for Detecting Brain Cancer using Advanced Intelligent Algorithms." In 2023 4th 
International Conference on Electronics and Sustainable Communication Systems (ICESC), pp. 1482-1487. IEEE, 2023.  

[12]  Anand, L., Mahesh Maurya, J. Seetha, D. Nagaraju, Ananda Ravuri, and R. G. Vidhya. "An Intelligent Approach to 
Segment the Liver Cancer using Machine Learning Method." In 2023 4th International Conference on Electronics and 
Sustainable Communication Systems (ICESC), pp. 1488-1493. IEEE, 2023. 
https://doi.org/10.1109/ICESC57686.2023.10193190 

[13] Vidhya, R. G., J. Surendiran, and G. Saritha. "Machine Learning Based Approach to Predict the Position of Robot and 
its Application." In 2022 International Conference on Computer, Power and Communications (ICCPC), pp. 506-511. 
IEEE, 2022. https://doi.org/10.1109/ICCPC55978.2022.10072031 

[14] Vidhya, R. G., Kamlesh Singh, P. John Paul, T. Aditya Sai Srinivas, Jyoti Prasad Patra, and KV Daya Sagar. "Smart 
Design and Implementation of Self Adjusting Robot using Arduino." In 2022 International Conference on Augmented 
Intelligence and Sustainable Systems (ICAISS), pp. 01-06. IEEE, 2022. 
https://doi.org/10.1109/ICAISS55157.2022.10011083 

[15]  Cahan, Patrick, and Barbara Treutlein. "A conversation with ChatGPT on the role of computational systems biology 
in stem cell research." Stem Cell Reports 18, no. 1 (2023): 1-2. https://doi.org/10.1016/j.stemcr.2022.12.009 

[16]  Anushkannan, N. K., Vijaya R. Kumbhar, Suresh Kumar Maddila, Chandra Sekhar Kolli, B. Vidhya, and R. G. Vidhya. 
"YOLO Algorithm for Helmet Detection in Industries for Safety Purpose." In 2022 3rd International Conference on 
Smart Electronics and Communication (ICOSEC), pp. 225-230. IEEE, 2022. 
https://doi.org/10.1109/ICOSEC54921.2022.9952154 

[17]  Somani, Vikas, A. Nisam Rahman, Devvret Verma, Radha Raman Chandan, R. G. Vidhya, and Vinodh P. Vijayan. 
"classification of motor unit action potential using transfer learning for the diagnosis of neuromuscular diseases." 
In 2022 8th International Conference on Smart Structures and Systems (ICSSS), pp. 1-7. IEEE, 2022. 
https://doi.org/10.1109/ICSSS54381.2022.9782209 

[18] Somani, Vikas, A. Nisam Rahman, Devvret Verma, Radha Raman Chandan, R. G. Vidhya, and Vinodh P. Vijayan. 
"classification of motor unit action potential using transfer learning for the diagnosis of neuromuscular diseases." 
In 2022 8th International Conference on Smart Structures and Systems (ICSSS), pp. 1-7. IEEE, 2022. 
https://doi.org/10.1109/ICSSS54381.2022.9782209 

[19] Sivasankari, S. S., J. Surendiran, N. Yuvaraj, M. Ramkumar, C. N. Ravi, and R. G. Vidhya. "Classification of diabetes 
using multilayer perceptron." In 2022 IEEE International Conference on Distributed Computing and Electrical Circuits 
and Electronics (ICDCECE), pp. 1-5. IEEE, 2022. 

[20] Reddy, K. Srinivasa, Vinodh P. Vijayan, Ayan Das Gupta, Prabhdeep Singh, R. G. Vidhya, and Dhiraj Kapila. 
"Implementation of super resolution in images based on generative Adversarial network." In 2022 8th International 
Conference on Smart Structures and Systems (ICSSS), pp. 01-07. IEEE, 2022. 
https://doi.org/10.1109/ICSSS54381.2022.9782170 

[21] Sivanagireddy, K., Srinivas Yerram, S. Sri Nandhini Kowsalya, S. S. Sivasankari, J. Surendiran, and R. G. Vidhya. "Early 
Lung Cancer Prediction using Correlation and Regression." In 2022 International Conference on Computer, Power 
and Communications (ICCPC), pp. 24-28. IEEE, 2022. https://doi.org/10.1109/ICCPC55978.2022.10072059 

[22] Vidhya, R. G., J. Seetha, Sudhir Ramadass, S. Dilipkumar, Ajith Sundaram, and G. Saritha. "An Efficient Algorithm to 
Classify the Mitotic Cell using Ant Colony Algorithm." In 2022 International Conference on Computer, Power and 
Communications (ICCPC), pp. 512-517. IEEE, 2022. https://doi.org/10.1109/ICCPC55978.2022.10072277 

[23] Vidhya, R. G., V. Bhoopathy, Mohammad Shahid Kamal, Arvind Kumar Shukla, T. Gururaj, and T. Thulasimani. "Smart 
Design and Implementation of home Automation System using WIFI." In 2022 International Conference on 
Augmented Intelligence and Sustainable Systems (ICAISS), pp. 1203-1208. IEEE, 2022. 
https://doi.org/10.1109/ICAISS55157.2022.10010792 

[24] Sengeni, D., A. Muthuraman, Naresh Vurukonda, G. Priyanka, Priyanka Suram, and R. G. Vidhya. "A Switching Event-
Triggered Approach to Proportional Integral Synchronization Control for Complex Dynamical Networks." In 2022 
International Conference on Edge Computing and Applications (ICECAA), pp. 891-894. IEEE, 2022. 
https://doi.org/10.1109/ICECAA55415.2022.9936124 

[25] Vidhya, R. G., B. Kezia Rani, Kamlesh Singh, D. Kalpanadevi, Jyothi Prasad Patra, and T. Aditya Sai Srinivas. "An 
Effective Evaluation of SONARS using Arduino and Display on Processing IDE." In 2022 International Conference on 
Computer, Power and Communications (ICCPC), pp. 500-505. IEEE, 2022. 
https://doi.org/10.1109/ICCPC55978.2022.10072229 

https://doi.org/10.1109/2945.537306
https://doi.org/10.1126/science.220.4598.671
https://doi.org/10.1109/ICCPC55978.2022.10072031
https://doi.org/10.1109/ICESC57686.2023.10193190
https://doi.org/10.1109/ICCPC55978.2022.10072031
https://doi.org/10.1109/ICAISS55157.2022.10011083
https://doi.org/10.1016/j.stemcr.2022.12.009
https://doi.org/10.1109/ICOSEC54921.2022.9952154
https://doi.org/10.1109/ICSSS54381.2022.9782209
https://doi.org/10.1109/ICSSS54381.2022.9782209
https://doi.org/10.1109/ICSSS54381.2022.9782170
https://doi.org/10.1109/ICCPC55978.2022.10072059
https://doi.org/10.1109/ICCPC55978.2022.10072277
https://doi.org/10.1109/ICAISS55157.2022.10010792
https://doi.org/10.1109/ICECAA55415.2022.9936124
https://doi.org/10.1109/ICCPC55978.2022.10072229


Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 33, Issue 2 (2024) 174-186 

186 
 

[26] Vidhya, R. G., J. Surendiran, and G. Saritha. "Machine Learning Based Approach to Predict the Position of Robot and 
its Application." In 2022 International Conference on Computer, Power and Communications (ICCPC), pp. 506-511. 
IEEE, 2022. https://doi.org/10.1109/ICCPC55978.2022.10072031 

[27] Vidhya, R. G., T. S. Sasikala, Ayoobkhan Mohamed Uvaze Ahamed, Subair Ali Liayakath Ali Khan, Kamlesh Singh, and 
M. Saratha. "Classification and Segmentation of Mitotic Cells using Ant Colony Algorithm and TNM Classifier." 
In 2022 International Conference on Augmented Intelligence and Sustainable Systems (ICAISS), pp. 782-786. IEEE, 
2022. https://doi.org/10.1109/ICAISS55157.2022.10010914 

[28] Surendiran, J., K. Dinesh Kumar, T. Sathiya, S. S. Sivasankari, R. G. Vidhya, and N. Balaji. "Prediction of Lung Cancer 
at Early Stage Using Correlation Analysis and Regression Modelling." In 2022 Fourth International Conference on 
Cognitive Computing and Information Processing (CCIP), pp. 1-6. IEEE, 2022. 
https://doi.org/10.1109/CCIP57447.2022.10058630 

[29] Goud, D. Shekar, Vineetha Varghese, Komal B. Umare, J. Surendiran, R. G. Vidhya, and K. Sathish. "Internet of Things-
based infrastructure for the accelerated charging of electric vehicles." In 2022 International Conference on 
Computer, Power and Communications (ICCPC), pp. 1-6. IEEE, 2022. 
https://doi.org/10.1109/ICCPC55978.2022.10072086 

[30] Vidhya, R. G., R. Saravanan, and K. Rajalakshmi. "Mitosis Detectio for Breast Cancer Grading." International Journal 
of Advanced Science and Technology 29, no. 3 (2020): 4478-4485. 

 

https://doi.org/10.1109/ICCPC55978.2022.10072031
https://doi.org/10.1109/ICAISS55157.2022.10010914
https://doi.org/10.1109/CCIP57447.2022.10058630
https://doi.org/10.1109/ICCPC55978.2022.10072086

