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Air pollution is a major concern nowadays that needs immediate action. Various acts 
have already been initiated by the government in controlling it. The harmful gases 
present in the air are Nitrogen dioxide, Sulphur dioxide, Ozone, and Carbon monoxide 
that is causing air pollution and are becoming the major cause of harmful diseases. It 
does not affect human beings only but the entire environment. According to World 
Health Organization, air pollution is killing seven million people around the world. 
Planting trees and avoiding using plastics is the possible solution to control air pollution. 
The air quality index is the measure through which we categorize the air pollution of 
various cities. In this paper, we will discuss the bagging and boosting method, the extra 
trees method of machine learning in predicting air quality index, and its comparison 
with Decision trees. The dataset is collected from the Open Weather Application 
Program Interface. In this, the prediction of the Air Quality Index is done based on 
previous data. Time i.e., hourly prediction and space series prediction are done on the 
dataset. After implementing each algorithm confusion matrix is obtained and from this 
precision and recall are calculated for each category of the Air quality index ranging 
from one to five with one being good and five being very unhealthy. It has been 
observed that Gradient Boosting achieves the highest accuracy with 98.89%. 
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1. Introduction 
      

Pollution is the contamination of toxic gases in the environment. When these gases are present 
in the air, it is called air pollution. There are other types of pollution also like soil pollution and water 
pollution. Various types of pollutants present in the air are carbon monoxide, nitrogen dioxide, 
sulphur dioxide, particulate matter. Various factors causing air pollution such as 

i. Burning of fossil fuels 
ii. Vehicles 

iii. Factories 
iv. Burning of crackers 
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It is causing various diseases like bronchitis, asthma, lung, and cancer. Many people die globally 
due to disease caused by pollution. Pollution needs to be controlled immediately. It is necessary to 
create awareness among human beings so that they make limited use of chemicals causing air 
pollution. World pollution prevention day is also observed every year describing its importance and 
details. Planting trees, avoiding plastics, and recycling and reusing are various solutions to prevent 
pollution. 

The air quality index (AQI) is the measure through which we categorize air pollution in various 
cities among 5 categories. In today’s time, various cities are categorized as having poor AQI. Wind 
speed, humidity air pressure, and air temperature also affect air quality. 

In earlier times AQI is calculated manually and it is not accurate. So, various machine learning 
algorithms like decision trees, bagging and boosting models, and Naïve Bayes, K-nearest neighbour 
(KNN) are there to determine air quality index. In this paper bagging and boosting, extra trees models 
are compared with decision trees in terms of precision and recall. 

The probability of PM2.5 and PM10 can be calculated with the help of decision tree [1]. The hybrid 
method of ARIMA and Prophet method can also be used for air quality prediction [2]. It has been 
observed that ensemble methods produce better results [3]. 

Our aim is to determine the AQI of various cities on the basis on historical data of pollutants with 
a delay of one hour. Time and space prediction is followed. 

Generally, AQI 1 means good and AQI 5 means very unhealthy for the population as shown in 
Table 1. Particulate matter 10 (PM10), particulate matter 2.5 (PM2.5), sulphur dioxide (SO2), nitrogen 
dioxide (NO2), and carbon monoxide (CO) variables or indicators are used to calculate AQI. AQI value 
is calculated as in Eq. (1). 

 
𝐼 = 𝐼!"#! − 𝐼$%&/𝐶!"#! − 𝐶$%&(𝐶 − 𝐶$%&) + 𝐼$%& (1) 

 
where I = Air quality index 
Ihigh = Index breakpoint corresponding to Chigh 
Ilow = Index breakpoint corresponding to Clow 
C =pollutant concentration 
Chigh = Concentration breakpoint >= C 
Clow = Concentration breakpoint <= C  
 
For example, for AQI 1, pollutant concentration values given in dataset by Openweathermap [4]. 
 

Table 1  
AQI categories 
AQI Category Meaning AQI Range 
1 Good 0-25 
2 Fair 25-50 
3 Moderate 50-75 
4 Poor 75-100 
5 Very Poor >100 

 
2. Literature Survey  
 

Previous study conducted by Su [5] had predicted the particulate matter 2.5 (PM2.5) value with 
the light and extreme gradient boosting method and it was concluded that the light gradient boosting 
method performs better in terms of accuracy. Liu et al., [6] use leveraging bagging method in 
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predicting air quality and is compared with all algorithms. Zheng et al., [7] compare the 
autoregressive integrated moving average model, random forest, logistic regression, boosting and it 
was predicted that the ensemble model performs better in case of forecasting air quality index value. 
Chang et al., [8] predicted AQI and PM2.5 values using data mining algorithms and proposes a 
framework called Extract-Transform and load on a cloud platform. Wenjing Wang and Shengquan 
Yang [9] propose a Neural network on a big data platform and six pollutant concentration is taken for 
predicting AQI. Through self-learning characteristics of neural networks, it has higher prediction 
accuracy. Li et al., [10] propose a spatiotemporal autoencoder neural network that achieves higher 
accuracy of 87.2% than a support vector machine (SVM). Mahalingam et al., [11] predicted the air 
quality of Delhi city, data collected from the central pollution control board and support vector 
machine achieves higher accuracy than neural networks. Six functions of the support vector machine 
are used, and medium Gaussian support vector machine achieves higher accuracy of 97.3%. Ma et 
al., [12] predicted particulate matter 2.5 (PM2.5) with bidirectional Long short-term memory and 
inverse distance weighted and achieves higher accuracy than other models. Chiang et al., [13] 
proposes a gated recurrent unit and long short-term memory for the prediction of particulate matter 
2.5 on the basis of the hidden number of neurons from 30 to 100 and the training time and Root 
means square error are calculated. Decoder transfer learning can also be used for predicting 
personalized air quality [14]. Zhang et al., [15] predicted the PM2.5 pollutant level using light GBM 
model for high dimensional data over the next 24 hours of Beijing. Shaban et al., [16] compared the 
neural network, M5P model trees, SVM in predicting SO2, NO2 and O3 and M5P algorithm performs 
better. Univariate and multivariate modelling are done. SO2 using ANN in univariate modelling 
produces the worst result. Murugan and Palanichamy [17] compares the multilayer perceptron and 
random forest, and it has been seen that random forest performs better in the prediction of PM2.5 in 
Malaysia air quality dataset. Kothandaraman et al., [18] predicted PM2.5 in polluted cities using linear 
regression, random forest, KNN, AdaBoost, XGBoost and compare the results in terms of MAE and 
RMSE. ArunaKumari et al., [19] compares the SVM and neural network in predicting air quality of 
Delhi. Van et al., [20] compares algorithms decision trees, random forest and XGBoost, and compare 
algorithms by MAE, RMSE, and R2 and XGBoost outperforms other models. Popa et al., [21] collected 
dataset using pollution sensor data from six atmospheric air quality stations and various machine 
learning algorithms are compared and they have predicted the air pollution of the crowded area of 
Bucharest, Romania. Sensors are used for data collection as the dataset is huge. Castelli et al., [22] 
has used SVM with radial basis function for accurate prediction of pollutants like CO, SO2, NO2, O3, 
and PM2.5 on an hourly basis in the California area. 

It has been concluded that machine learning plays a vital role in predicting and forecasting air 
quality index and pollutants value. Various Ensembling methods like Random Forest, Gradient 
Boosting method outperforms other methods. But still, various challenges are faced by researchers 
like data availability, outliers in data, sudden climatic change, and slow training in neural networks, 
fixed to a particular region i.e. if the region is changing model does not show a better result. Most 
researchers followed a Time Series prediction with a delay of particular hours i.e. 24 hours,5 hours,1 
hour. Precision, Recall, F1 Score are some parameters on which results are calculated.  
 
3. Methodology  
 

The dataset is collected from Open Weather Application Program Interface. The dataset contains 
CO, NO, NO2, O3, SO2, NH3, PM10, PM2.5, and AQI values as Input and Output parameters. 
       It is being tested on one dataset. Cities taken are Chandigarh and Visakhapatnam. The total no of 
rows in dataset are 5,712. 
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First Dataset pre-processing is performed i.e. removing all rows containing null values, then 
normalization of input parameters is done using the Z score method. The dataset is split into training 
(70%) and 30%). After splitting bagging, boosting, decision tree, and extra trees algorithms are 
applied, and a confusion matrix is created for comparison.  

NH3, NO, O3 contain a lot of noisy data. In this, we have chosen input and output parameters as 
follows: input parameters considered are PM10, PM2.5, SO2, NO2, CO and output parameter is AQI. 

Bagging model: In the bagging model data points are selected more than once to be passed to 
each estimator i.e., weak classifier. Then the weak classifier is trained independently and in parallel, 
and the majority voting rule is applied in case of classification and the mean is taken in case of 
regression to obtain the final prediction [23]. The decision tree is chosen as a weak classifier in our 
approach. 

Boosting model: In boosting, models are trained sequentially instead of parallel. There are various 
types of boosting models like AdaBoost, gradient boosting, and XGBoost [24]. 

Decision tree: It is also used for classification. Beginning with the root node that has the full 
dataset. The internal node represents the features of the dataset, and the leaf node contains the 
outcome. After beginning with the root node containing the entire dataset, the best attribute is 
selected using information gain. Then divide the dataset into subsets using the best attribute and the 
decision tree is created. This continues with the sub-dataset until you cannot classify the nodes and 
the leaf node represents the outcome. In the decision tree for calculating information gain, we have 
included Gini Impurity. Gini Index is calculated as in Eq. (2). 
 

1 −*(𝑃")'
(

")*

 
(2) 

 
Extra trees: It combines the prediction of various decision trees. Extra trees choose the split 

randomly and give unique samples to each decision tree. 
Algorithm: - 

I. Reading SQL Table containing cities. 
II. Removing rows containing NaN values. 

III. Defining the input column and target column to be used for prediction. 
IV. Normalizing the data using the Z-Score method 

 
𝑥 − 𝜇/𝜎 (3) 
 

where, x = input parameters, 𝜇 = mean, and 𝜎	= standard deviation 
 

V. Splitting the dataset into training (70%) and testing (30%) 
VI. Defining various ensembling models like bagging, extra trees, gradient boosting, 

Adaboost, and single classifier decision trees. 
VII. Plotting confusion matrix for each model. 
 

The methodology is illustrated in Figure 1.  
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Fig. 1. Methodology 

     
The parameters chosen are explained in result section and confusion matrix obtained are 

explained in result section. 
 
4. Implementation 
      

Implementation is done on Jupyter Notebook. 
 

I. Bagging Classifier: In the bagging classifier we have used a decision tree classifier and the 
max samples and max features taken are 0.5 as shown in Figure 2 and Table 2. 

 

 
Fig. 2. Confusion matrix of bagging 
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Table 2 
Bagging performance                                                                                                   
 Precision    Recall  F1-score  Support 
1 0.9818 1.0000 0.9908 108 
2 0.8793 0.9563 0.9162 160 
3 0.9134 0.8467 0.8788 137 
4 0.9925 0.9802 0.9863 404 
5 1.0000 0.9989 0.9994 905 
     
Accuracy   0.9784 1714 
Macro avg 0.9534 0.9564 0.9543 1714 
Weighted avg 0.9789 0.9784 0.9784 1714 
     
   Accuracy 97.84 

 
II. AdaBoost classifier: In the AdaBoost classifier, we have taken estimators as 100 and the 

random state is 0 as shown in Figure 3 and Table 3. 
 

 
Fig. 3. Confusion matrix of AdaBoost 

 
Table 3 
AdaBoost performance 
 Precision    Recall  F1-score  Support 
1 0.0000 0.0000 0.0000 108 
2 0.3855 1.0000 0.5565 160 
3 0.0000 0.0000 0.0000 137 
4 0.9949 0.9752 0.9850 404 
5 1.0000 0.9978 0.9989 905 
     
Accuracy   0.8501 1714 
Macro avg 0.4761 0.5946 0.5081 1714 
Weighted avg 0.7985 0.8501 0.8115 1714 
     
   Accuracy 85.01 
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III. Gradient boosting classifier: In gradient boosting classifier estimators are 100, the learning 
rate is 0.1, the max depth is 1 and the random state is 0 as depicted in Figure 4 and Table 4. 
 

 
Fig. 4. Confusion matrix of gradient boosting                      

 
Table 4 
Gradient boosting performance 
 Precision    Recall  F1-score  Support 
1 0.9908 1.0000 0.9954 108 
2 0.9632 0.9812 0.9721 160 
3 0.9161 0.9562 0.9357 137 
4 1.0000 0.9752 0.9875 404 
5 1.0000 1.0000 1.0000 905 
     
Accuracy   0.9889 1714 
Macro avg 0.9740 0.9825 0.9781 1714 
Weighted avg 0.9893 0.9889 0.9890 1714 
     
   Accuracy 98.89 

 
IV. Extra trees: In extra trees, total estimators are 100 and random state is 0 as illustrated in 

Figure 5 and Table 5. 
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Fig. 5. Confusion matrix of extra trees 

 
Table 5 
Extra trees performance 
 Precision    Recall  F1-score  Support 
1 0.9818 1.0000 0.9908 108 
2 0.9872 0.9625 0.9747 160 
3 0.9214 0.9416 0.9314 137 
4 0.9825 0.9728 0.9776 404 
5 0.9956 0.9989 0.9972 905 
     
Accuracy   0.9848 1714 
Macro avg 0.9737 0.9752 0.9744 1714 
Weighted avg 0.9849 0.9848 0.9848 1714 
     
   Accuracy 98.48 

 
V. Decision trees: In decision trees, we have used Gini impurity as best attribute selection 

measure as shown in Figure 6 and Table 6. 
 



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 52, Issue 1 (2025) 56-67 

64 
 

 
Fig 6. Confusion matrix of Decision trees 

  
Table 6 
Decision trees performance 
 Precision    Recall  F1-score  Support 
1 0.9905 0.9630 0.9765 108 
2 0.9627 0.9688 0.9657 160 
3 0.9462 0.8978 0.9213 137 
4 0.9709 0.9901 0.9804 404 
5 0.9989 1.0000 0.9994 905 
     
Accuracy   0.9842 1714 
Macro avg 0.9738 0.9639 0.9687 1714 
Weighted avg 0.9842 0.9842 0.9841 1714 
     
   Accuracy 98.42 

 
Figure 2 – Figure 6 are the confusion matrix obtained for each model. From the Confusion matrix, 

we can test our model and how it is performing. Here X-axis represents AQI predicted, and the Y-axis 
represents AQI actual. AQI Ranges are described in Table 1 as shown before. 

Table 2 – Table 6 are the calculated precision, recall, f1 score, weighted average, and macro 
average, and formulas for calculating are described in the result section. 

 
5. Results and Discussion 
 

This paper focuses on predicting AQI using the ensemble classifier and single decision tree. In 
boosting AdaBoost model and Gradient Boosting models are taken. It is observed that the Gradient 
Boosting model performs better than the bagging and AdaBoost models. Ada Boost model exhibits 
the least accuracy. Gradient boosting is also compared with decision trees and extra trees that exhibit 
almost similar accuracy, but the gradient boosting model performs better than all models. The result 
and calculation are shown below [25]. 

 
i. True positive (TP) is defined as when the predicted outcome has been correctly classified as 

positive class. 
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ii. False positive (FP) is defined as when the predicted outcome is a positive class but actually 
belongs to another class. 

iii. False negative (FN) is defined as when actually it belongs to a positive class but is predicted 
as a negative class. 

iv. True negative (TN) is defined as when the predicted outcome has been correctly classified as 
negative class. 

v. Support is the total no of samples of each class in which there are true responses.  
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 (4) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 (5) 

  

𝐹1	𝑆𝑐𝑜𝑟𝑒 = 	
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙  (6) 

                                                                                                                                                                                        

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 	
𝐶𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦	𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑	𝑠𝑎𝑚𝑝𝑙𝑒𝑠

𝑇𝑜𝑡𝑎𝑙	𝑛𝑜	𝑜𝑓	𝑠𝑎𝑚𝑝𝑙𝑒𝑠					  (7) 

                                                                                                       
The macro average is the average of all categories. The weighted average for precision is 

calculated as in Eq. (8). 
 
𝑆(1) ∗ 𝑃(1) + 𝑆(2) ∗ 𝑃(2) + 𝑆(3) ∗ 𝑃(3) + 𝑆(4) ∗ 𝑃(4) + 𝑆(5) ∗ 𝑃(5)

𝑆(1) + 𝑆(2) + 𝑆(3) + 𝑆(4) + 𝑆(5)                                   (8) 

 
where S(1) is the support sample of  class 1, P(1) is the precision for class 1.  
 
Similarly for recall and F1 Score, weighted average can be calculated. The result for all algorithms 

is shown in Table 7. 
 

Table 7 
Results for all algorithms 
Algorithms Accuracy Precision Recall F1 Score 
Bagging method 97.84% 0.9534 0.9564 0.9543 
Gradient Boosting method 98.89% 0.9740 0.9825 0.9781 
AdaBoost Method 85.01% 0.4761 0.5946 0.5081 
Decision trees 98.42% 0.9738 0.9639 0.9687 
Extra trees 98.48% 0.9737 0.9752 0.9744 

 
Based on the results in Table 7, it is concluded that gradient boosting method perform better 

than other algorithms. 
Various Single models suffer from bias-variance trade i.e. they have high bias and high variance. 

To achieve low bias and variance we use ensembling methods. AdaBoost exhibit least accuracy than 
Gradient Boosting because Gradient Boosting learns from the previous classifier residuals and the 
final prediction depends on the maximum vote of weak learners i.e. it learns from gradient whereas 
AdaBoost learns from high-weight data points as it put more weight on misclassified samples. Bagging 
learns independently and follow averaging process and work parallelly and produces a model with 
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less variance. Extra trees performs better than decision tree as it randomly selects the node for 
splitting and uses the entire dataset to build decision tree. 
 
6. Conclusion 
 

It is concluded that the gradient boosting outperforms all other models. Gradient boosting, 
decision trees, and extra trees exhibit almost similar accuracy and AdaBoost is having least accuracy 
because Adaboost learns from misclassified samples. In the future, various deep learning algorithms 
and other datasets, cities, and pollutants could be taken for validation of our results. Meteorological 
factors like wind speed, direction, and humidity can also be taken into account in the calculation of 
AQI. 
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