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 ABSTRACT 

 

 

 

Recently, the use of iris recognition technology for biometric authentication has gained 
widespread acceptance due to the rich texture of the iris region, which provides a 
reliable standard for recognising individuals, as well as the non-intrusive nature of this 
method. However, the presence of eyeglasses poses a significant challenge to the 
accuracy of such systems. In unrestricted environments, current iris recognition 
techniques cannot effectively extract distinguishing features of the iris. Eyeglasses 
introduce scratches, specular reflections, dirt, blurriness, and other noise factors over 
the image of the iris, resulting in low recognition accuracy. To tackle this challenge, 
researchers have proposed the HDN-Net architecture. This architecture employs a 
multi-CNN model to combine the features of both the right and left iris images, 
extracting more distinguishing features to improve the accuracy of the classification 
task in the presence of challenges caused by eyeglasses. Experiment results show that 
the proposed iris recognition system achieves more promising performance compared 
to previous methods used in this field. The overall performance of our suggested HDN-
Net method on the UBIRIS.V2 and CASIA-Iris.V4-1000 databases achieved 97.89% and 
98.79% accuracy, respectively. Thus, the proposed HDN-Net method consistently 
outperforms other traditional and deep learning approaches and has the possibility to 
improve the accuracy of iris recognition systems (IRS) in real-world scenarios. 
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1. Introduction 
1.1 Research Background 

 
Security has become a major issue in our developed world. Biometric recognition system has 

been extensively researched in recent decades and is becoming increasingly relevant in fields such as 
personal identity and information security, among others. The need for secure, dependable, quick 
systems has given rise to the appearance of physiological and behavioural models in biometric 
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systems. Both types of models effectively contribute to implementing security measures [1]. 
Physiological biometrics includes iris recognition [2], fingerprint recognition [3], face recognition [4], 
retina recognition, and hand geometry recognition [5]. The behavioural models comprise signature 
recognition, gait recognition, and voice recognition [6,7]. Out of all of these, the IRS has the highest 
efficiency and reliability for checking the authenticity of identities [8,9]. This is attributed to the 
consistent nature of human iris features, their enduring stability over time (i.e., remaining unaltered 
despite ageing), and their distinctiveness for each individual, including variations between twins and 
siblings [10]. Complex tissues of the iris region contain an abundance of specific features, such as 
bulges, grooves, loops, zigzags, and spots. It is protected by a structure that, if adjusted, could impact 
the health of a person. Moreover, the iris can be accessed by utilising a non-invasive machine [11]. 
Hence, business establishments, particularly within the security sector, are looking forward to the 
future of the IRS due to its possible applications, in view of the huge potential this technology offers.  

Iris images are normally captured utilising operational systems within the near-infrared (NIR) 
spectrum, where the iris region appears more distinct compared to the visible (VIS) wavelength 
spectrum. Contemporary advancements in the field of IRS are directing their attention towards the 
difficulties posed by unconstrained environments, aiming to achieve higher recognition rates in more 
intricate scenarios, including off-angle, low resolution, rotated, distorted, cropped, scaled, occluded 
(by eyelash), low-quality, and off-focus images, as well as in images that contain noise from 
eyeglasses [12-19].  

Eyeglasses are making the IRS more difficult as they can produce optical distortions, specular 
reflections,  shadows, and dirt [19,20], thereby causing the performance of iris recognition systems 
to deteriorate [21-25]. Experiment results from previous studies showed that the error rate for iris 
images containing eyeglasses is twice that of iris images without eyeglasses [26]. The ISO/IEC 29794-
6 biometrics sample quality standard mentioned in [26] specifically recommends instructing subjects 
to remove their eyeglasses before acquiring images of their iris. Due to the high prevalence of people 
with eyeglasses around the world, iris detection, iris segmentation (IS), and feature extraction are 
important elements to develop in order to improve IRS in unconstrained environments. To this end, 
the significance of this paper is its contribution to enhancing the accuracy of the IRS in the presence 
of the different types of noise caused by eyeglasses, such as dirt, scratches, specular reflections, 
blurriness, and other noise factors. 

To tackle the challenges caused by eyeglasses, we propose a new HDN-Net architecture for the 
design of a robust and accurate IRS, in which a multi-CNN model is used to combine the features of 
both the right and left eye images, to extract more distinguishing features. The goal is to improve the 
accuracy of the classification task. HDN-Net combines unsupervised architectures, such as the Long 
Short-Term Memory (LSTM) and the idea of the Squeeze-and-Excitation Networks (SE-Net), with 
hybrid CNNs that in turn, combine the idea of both AlexNet and MobileNet with the idea of ResNet. 
The overall architecture of the suggested HDN-Net method is described in Figure 1, which consists of 
three primary parts: The Residual hybrid AlexNet-MobileNet (RHAM-Net) module, the Residual SE-
LSTM module, and the fusion fully connected (FFC) module. The selection of Mobile-Net is motivated 
by its computational efficiency, making it suitable for lightweight computational devices and its 
compatibility with low-resolution images. The proposed HDN-Net module employs global 
hyperparameters based on Conv and DW-Conv to achieve a balance between accuracy and efficiency. 
The SE-Net technique is used to adaptively recalibrate responses of channel features by reweighting 
features and modelling the interdependencies among different channels. SE-Net enhances learning 
by selectively emphasizing important features and suppressing less useful ones.  The objectives of 
incorporating the ResNet technique into our proposed HDN-Net method are to enhance the 
extraction and description of complex features in the iris tissue, particularly in the presence of 
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challenges posed by eyeglasses. This inclusion aims to improve training process parameters, facilitate 
better propagation of features, enable feature reuse, and address the issue of gradient explosion 
resulting from the continuous increase in the number of layers in the HDN-Net network. HDN-Net 
network. The accuracy of the our proposed HDN-Net method was evaluated on the UBIRIS.V2 and 
CASIA-Iris.V4-1000 databases. Despite facing very difficult challenges during data collection, the 
experiment results showed that our proposed IRS achieved more promising results compared to the 
best methods currently used in this field. 

The primary contributions of this article include: 
 

i. Our proposed HDN-Net method addresses the challenges of IRS caused by eyeglasses, 
making iris recognition more reliable in unconstrained environments. The new HDN-Net is 
more accurate and efficient compared to current state-of-the-art iris recognition systems. 

ii. Our proposed residual hybrid AlexNet-MobileNet (RHAM-Net) module, which combines 
the AlexNet and MobileNet techniques and exploits the idea of ResNet, is capable of 
extracting more distinguishing features. The purpose is to enhance the accuracy of IRS for 
subjects with eyeglasses by deepening the network and significantly decreasing the 
parameter count and reducing computational complexity. 

iii. By selectively emphasising the important features and suppressing the less useful ones in 
the convolutional channels, our proposed ReSE-LSTM module makes the network more 
robust and more efficient at handling input images of arbitrary sizes. It also regulates the 
flow of information into and out of a memory cell.  

iv. The accuracy of the suggested HDN-Net method has been evaluated on two publicly 
available databases of iris images, namely CASIA-Iris.V4-1000 and UBIRIS.V2. 

 
The remainder of this paper is structured as follows: Subsection 1.2 describes a brief overview of 

related previous works of the IRS. Section 2 explains the architecture of the suggested HDN-Net 
framework in detail. The experiment setup of the suggested HDN-Net framework is described in 
section 3. The results of our experiment and a discussion of it are presented in Section 4. Finally, we 
introduce the conclusion of this paper in Section 5. 
 
1.2 Literature Review 

 
In this section, we review a number of significant contributions to the improvement of iris 

recognition systems. They are divided into two categories based on the level of innovation in the 
development procedures: traditional techniques and deep learning (DL) techniques. 
 
1.2.1 Traditional techniques 

 
Gad et al., [27] had devised several multi-algorithmic approaches to iris recognition to improve 

its accuracy and robustness. These approaches are able to incorporate both feature extraction and 
matching algorithms, which can be selected based on their strengths and weaknesses for different 
aspects of the recognition process. However, one weakness of the multi-algorithmic approach is that 
it can increase computational complexity, which can be a challenge for resource-constrained devices 
in the CIoT framework. Barpanda et al., [28] then proposed the tuneable filter bank-based feature 
that can be used in the feature extraction stage of the iris recognition process. The suggested filter 
bank provides an opportunity to optimise and tune the filter coefficients. However, a disadvantage 
of this approach is that it can be computationally expensive, requiring significant processing power 
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and time. Additionally, there are other limitations to this method caused by several factors such as 
occlusion caused by eyelid and/or eyelash, blurring, poor/over-illumination, off-angles, and noise due 
to eyeglasses. Ahmadi et al., [29] had proposed iris recognition techniques using a combination of 
two-dimensional Gabor kernel (2-DGK), step filtering (SF) [30], and polynomial filtering (PF) [31] for 
feature extraction and genetic algorithm (GA) [32] with hybrid radial basis function neural network 
(RBFNN) for the matching task. However, a drawback of this approach is that it requires a large 
dataset of labelled iris images for training, which can be time-consuming and expensive to obtain. 
Additionally, the model may not generalise well to new iris images outside of the training dataset, 
particularly in situations with significant variations in lighting, camera angle, or image quality. In 
conclusion, traditional approaches still leave much to desire due to their sensitivity to variations in 
lighting conditions, which can affect the quality of the iris images and result in false rejections or false 
acceptances. 
 
1.2.2 Deep learning techniques 

 
In the last years, deep learning (DL) techniques have shown remarkable performance in various 

computer vision tasks, including iris recognition. Wang et al., [16] had proposed the MiCoRe-Net 
method for eye recognition, leveraging on a combination of mixed convolutional and residual 
network architectures to improve accuracy and efficiency. Such architecture is designed to capture 
both low-level and high-level features of the eye image, allowing for more robust and accurate 
identification. However, MiCoRe-Net unfortunately requires a large amount of training data to 
achieve optimal performance. Additionally, it is compromised by such visual challenges as occlusion 
due to eyelid and/or eyelash, blurring, poor/over-illumination, off-angles, and noise due to 
eyeglasses such as blurriness, scratches, specular reflections, dirt, and other factors. Subsequently, 
Lee et al., [33] had suggested a method for ocular recognition using deep residual convolutional 
neural networks (CNNs) and a rough pupil detection algorithm for images captured by near-infrared 
(NIR) camera sensors. The rough pupil detection algorithm also helps reduce the computational 
complexity of the method. However, this paper does not provide a thorough analysis of the 
weaknesses or limitations of the method. In additional, the method is only evaluated on a limited 
dataset, and its performance on larger and more diverse datasets is unknown. Further research and 
testing are needed to validate the method's effectiveness and generalisability. Next, Zambrano et al., 
[34] had proposed an iris recognition method that combines Low-Level CNN Layers Without Training 
and Single Matching. The proposed method is computationally efficient and does not require 
additional pre-processing. Single Matching also achieved high accuracy, using a single iris image 
without requiring a template database. However, it may not outperform other CNN-based methods, 
it's affected by the quality of the iris image and may not be suitable for large-scale iris recognition 
applications. Nguyen et al., [35] then proposed the Complex-Valued Iris Recognition Network (CVIRN) 
that utilises complex-valued convolutional neural networks (CNNs) to extract features from iris 
images. Their method is designed to capture the complex-valued properties of iris images, which 
traditional methods cannot capture, thereby improving recognition accuracy. However, the method 
is computationally expensive and may require more resources than traditional methods, which can 
limit its practical application in some scenarios. Additionally, the performance of CVIRN may be 
affected by the quality of the iris image, such as image resolution and noise due to eyeglasses, which 
are blurriness, scratches, reflections, dirt, and other noise factors. 
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2. The Proposed HDN-Net Framework 

 
The proposed HDN-Net architecture is made up of two main sections: The architecture of our 

suggested HDN-Net framework and Loss Functions. 
 
2.1 Architecture of the HDN-Net Framework  

 
In this section, we describe in detail an overview of the proposed HDN-Net framework based on 

the DL approach. A multi-CNN model combines the features of both the left and right iris images to 
enable the extraction of more distinguishing features. This gives better classification accuracy when 
faced with eyeglass challenges. The architecture of the suggested HDN-Net method combines 
unsupervised architectures, such as the Long Short-Term Memory (LSTM) as used in [36] and the idea 
of the Squeeze-and-Excitation Networks (SE-Net) [37,38] with hybrid CNNs that in turn, combine 
AlexNet [39,40] and MobileNet [41-43], with the idea of the residual network (ResNet) [44] to 
enhance the representation capacity of IRS by significantly decreasing the number of parameters and 
reducing its computational complexity. 

The overall architecture of HDN-Net is illustrated in Figure 1. There are three main parts: The 
Residual hybrid AlexNet-MobileNet (RHAM-Net) module, the Residual SE-LSTM module, and the 
fusion fully connected (FFC) module. RHAM-Net comprises 4 residual blocks, each of which includes 
a 3x3 convolutional (3x3 Conv) layer, a Depthwise convolutions (DW-Conv) layer and a batch 
normalisation (BN) layer. Each residual block is followed by a 2×2 max-pooling layer as shown in 
Figure 1(a). The authors selected the MobileNet model because of its effectiveness in lightweight 
computational devices and because it can work with low-resolution images. The proposed module 
employs global hyperparameters based on Conv and DW-Conv to maintain a balance between 
accuracy and efficiency. Next, SE-LSTM consists of 2 residual blocks, the Residual SE-Net module (SE-
Res) and the Residual LSTM module (LSTM-Res). Each of these residual blocks contains a 3x3 CONV, 
DW-Conv and BN layers as shown in Figure 1(b). The SE-Res and LSTM-Res blocks could be utilised to 
construct robust hybrid deep learning techniques that can deeply analyse complex patterns in huge 
and various data sets and to avoid exploding gradients and vanishing gradients due to the difficult 
challenge from eyeglasses in unconstrained environments.  

Additionally, we utilise ResNet (direct connections blocks) as the basic unit in the network layer 
of our suggested method to improve the accuracy of the IRS with eyeglasses. Finally, FFC consists of 
the two flattened layers, followed by a fusion module and subsequent to that, three fully connected 
(FC) layers as shown in Figure 1(c). The fusion module is used to fuse the different features obtained 
from the Residual hybrid AlexNet-MobileNet module and the Residual SE-LSTM module, and each of 
the FC layers contains a ReLu activation function. The SoftMax technique is used after the third FC 
layer. To avoid gradient explosions, to do away with the need to determine the classification 
threshold for large-scale iris samples, to overcome the problem of insufficient discrimination of 
SoftMax, and to identify the appropriate hyperparameter, we suggested the HDN-Net method to 
enhance the accuracy of IRS for Eyeglasses, which optimises the original SoftMax classifier in 
modelling extreme or difficult samples due to eyeglasses. The reasons for adopting the ResNet 
technique [41,44,45] in our HDN-Net are to improve the task of extracting and describing the complex 
features of the iris tissue due to challenges from eyeglasses, to improve training process parameters, 
to better propagate of the features, to enable the reuse of the features, and to address the problem 
of gradient explosion caused by the continuous increase in the number of layers in our proposed 
HDN-Net network. The details of each one are explained below in separate sections. 
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Fig. 1. The architecture of our suggested HDN-Net Framework for Feature Extraction and Classification 

 
2.2 Loss Functions 

 
In the training stage of the suggested HDN-Net method of the IRS, categorical cross-entropy was 

used for multiclass classification, where a unique integer value is set for each class from 0 to the class 
number –1 (K–1). Categorical cross-entropy calculates the average difference between the predicted 
and actual probability distributions for all classes in the problem, which is defined by the equation:  
 
𝐿𝑜𝑠𝑠	𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑠	(𝐿𝐹!) = −∑ [(𝑀! ∗ 𝑙𝑜𝑔𝑁!)]

"
!#$           (1) 

 
𝑁!  is the output of the last layer of our framework (the probability for class i in the prediction), 

𝑀!  is the probability for class i in the target (the probabilities for all classes), and 𝐽 is the output size. 
The target must be one-hot encoded in order for the categorical cross-entropy loss function to 

work properly with it. To predict the probability for each class, the output layer is set up using n nodes 
(one for each class). In this HDN-Net architecture, there are 128 nodes, with a "SoftMax" activation. 
 
3. Experiment Setup 

 
In this section, we briefly describe the databases we utilised to evaluate the architecture of our 

suggested HDN-Net Framework. We also present the implementation details. Finally, we explain the 
evaluation metrics used to evaluate performance accuracy of our suggested HDN-Net Framework. 
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3.1 Datasets 

 
In this study, the UBIRIS.V2 and CASIA-Iris.V4-1000 databases were utilised to evaluate the 

performance accuracy of the suggested technique in the iris classification task and the IRS. Figure 2 
illustrates samples of iris images sourced from these databases and used in our experiments. Detailed 
information of the two databases is given below. 

 

    

A 

    

B 
Fig. 2. Some samples of iris images from the two publicly available databases were used in our experiments. 
(a) The UBIRIS.V2 database.  (b) The CASIA-Iris.V4-1000 database 

 
3.1.1 CASIA-Iris.V4-1000 

 
CASIA-Iris.V4-1000 constitutes a subset of CASIA-Iris.V4 [46], which has been introduced available 

by the Centre for Biometrics and Security Research (CBSR). The dataset encompasses 20,000 NIR iris 
images that have been acquired from 1,000 subjects. The images include both right and left eyes, 
with each subject having between 1 to 10 samples. All the images share a resolution of 640×480 and 
were captured using an IKEMB-100 camera and saved in the .jpeg format. The database consists of 
5,320 eye images with eyeglasses and 14,668 eye images without eyeglasses. The eyeglass samples 
include those with reflections. For individuals who wear eyeglasses, the database has their images 
without and with eyeglasses, to establish a standard for performance evaluation. From this database, 
a subset encompassing 60% of the iris images was selected for training, 20% for validation, and the 
remaining 20% for testing purposes. 

 
3.1.2 UBIRIS.V2  

 
UBIRIS.V2 [47] contains images of the iris captured in non-ideal (unconstrained) environments in 

visible (VIS) light. The images were acquired in 2 sessions from 261 subjects (right and left eyes), 
giving a total of 522 different items. In total, there are 11,102 samples, acquired utilising a Canon EOS 
DSLR camera featuring a 400 mm focal range, an exposure duration of 1/200 s, and an ISO setting of 
1600. All the eye images are saved in the (.tiff) format.  The dataset comprises 2,209 eye images 
taken when subjects wearing eyeglasses and 8,893 eye images without eyeglasses. Each image has a 
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resolution of 800×600 pixels. For model training, 60% of the images were utilized, 20% were allocated 
for validation, and the remaining 20% were reserved for testing purposes. 
 
3.2 Implementation Details 

 
We used PyCharm as the simulation platform for our experiments, using TensorFlow backend 

with Keras, and run on a laptop with an Intel (R) Core (TM) i7-9750H processor. The laptop is equipped 
with a Nvidia GeForce GTX 1660Ti GPU (6GB-GDDR6), accompanied by 32GB DDR4 RAM. Storage is 
facilitated by a 512GB NVMe SSD, and the laptop operates on a 64-bit Windows 10 Home system. 
The HDN-Net framework was trained using the CASIA-Iris.V4-1000 and UBIRIS.V2 databases. The 
training involved 500 epochs, each with 10 steps, for both the UBIRIS.V2 and CASIA-Iris.V4-1000 
databases. Augmentation techniques were not applied during training. The optimization process 
utilized Adam with a learning rate of 10−4. Our proposed HDN-Net method was tested on two types 
of images of the iris, without and with eyeglasses. The iris images with eyeglasses pose such 
challenges as reflections, blurriness, scratches, dirt, shadows, and other issues. 
 
3.3 Evaluation Metrics 

 
The performance of our proposed HDN-Net method was evaluated according to five metrics, 

which are: Accuracy (ACC), as defined in Eq. (2) and having a value within the range of 0 to 1; Equal 
Error Rate (EER), computed through Eq. (3) and falling between 0 and 1;  Precision (Pr), calculated 
using Eq. (4); Recall (Sensitivity), denoted as (Rec) and determined by Eq. (5); and F-Measure (FM), 
calculated using Eq. (6). These calculations involve the utilization of true negative (TN), true positive 
(TP), false negative (FN), and false positive (FP) values.  
 
𝐴𝐶𝐶 = %&'%(

%&')&'%(')(
              (2) 

 
𝐸𝐸𝑅 = )&')(

%&')&'%(')(
              (3) 

 
𝑃𝑟 = %&

%&')&
               (4) 

 
𝑅𝑒𝑐 = %&

%&')(
               (5) 

 
𝐹𝑀 = *∗&,∗-./

&,'-./
              (6) 

 
4. Experiment Results 

 
In this section, two subsections have been introduced to evaluate the performance accuracy of 

the proposed MMPDN-Net method: to evaluate and analyse its performance accuracy during the 
training and validation phases, and to evaluate and compare its performance accuracy with state-of-
the-art methods during the testing phase. This is done to substantiate the claim regarding the 
appropriateness of the proposed HDN-Net method. 
 
 
 



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 54, Issue 2 (2025) 238-251 

246 
 

4.1 Training and Validation Phase 
 
Figure 3 (a) and (b) illustrate the differences in training and validation for both the accuracy and 

loss curves of the proposed method, respectively. In these curves, the left figure represents training 
accuracy, while the right figure represents training loss. The x-axis denotes the epoch number, and 
the y-axis represents the loss and accuracy during the training phase per batch of epochs from 0 to 
500. The high-frequency tops in the accuracy and loss curves indicate significantly higher accuracy 
and loss values for those specific batches during training for both training and validation. Comparing 
the training and validation curves for accuracy and loss of our proposed HDN-Net method, it is 
evident that the performance of HDN-Net converges faster to the highest accuracy and the lowest 
loss between training and validation curves. 

 

  
(a) Accuracy curve of training and validation (b) Loss curve of the training and validation 
Fig. 3. Performance of the proposed HDN-Net method (a) Accuracy curve of training and validation 
(b) Loss curve of the training and validation 

 
4.2 Testing Phase 

 
The iris region extraction process was initiated using our proposed segmentation method as a 

pre-processing phase on the iris images. Our multi-segmentation network, MS-Net, as introduced in 
[55], was employed for the initial segmentation. This network relies on a deep learning approach 
designed to capture high-level semantic features while preserving spatial information, thereby 
enhancing the accuracy of iris segmentation. It is essential to note that all the algorithms discussed 
and compared with our proposed method in this paper were applied to the same test sets. The 
subsequent section evaluates the results obtained from the proposed HDN-Net method in the test 
phase, utilizing five metrics and two available databases to assess performance accuracy. The five-
evaluation metrics used during the testing phase, which are Accuracy (ACC), Equal Error Rate (EER), 
Precision (Pr), Recall (Rec), and F-Measure (FM), provide a quantitative measure of the system's 
performance and help in comparing it with other existing IRS. 

The two purposes of this evaluation are to measure the inter- and intra-database accuracies of 
the proposed HDN-Net and some previous state-of-the-art techniques of the IRS. 
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4.2.1 Inter-database performance of HDN-Net 
 

In this research, we tested the accuracy of HDN-Net Framework using five metrics on three 
different categories of data taken from the two public databases (CASIA-Iris.V4-1000 and UBIRIS.V2) 
of iris images. The three categories measured are without eyeglasses, with eyeglasses, and overall. 
The results are displayed in Table 1. For images without eyeglasses, HDN-Net achieved a score of 
more than 0.98 and 0.99 on UBIRIS.V2 and CASIA-Iris.V4-1000 databases, respectively, for four of the 
metrics (ACC, Pr, Rec, FM) and its EER values were less than 0.0026 and 0.011 on CASIA-Iris.V4-1000 
and UBIRIS.V2, respectively. The performance of HDN-Net was affected for images with eyeglasses. 
Its accuracy was higher than 97% and 96% for four of the metrics (ACC, Pr, Rec, FM) and its EER values 
were 0.031 and 0.021 on UBIRIS.V2 and CASIA-Iris.V4-1000 databases, respectively. It is important to 
note that the generally poorer performance on UBIRIS.V2 database is due to the high noise content 
from eyeglasses, which reduces the clarity of the iris features. Furthermore, it can be observed that 
HDN-Net achieved more than 97% and 98% accuracies for four of the metrics (ACC, Pr, Rec, FM) in 
the overall category (with and without eyeglasses) on UBIRIS.V2 and CASIA-Iris.V4-1000 databases, 
respectively, and its EER values were less than 0.021 and 0.012 on UBIRIS.V2 and CASIA-Iris.V4-1000 
databases, respectively. 
 

Table 1 
A comparison of the performance of the proposed HDN-Net method with/without eyeglasses on the 
UBIRIS.V2 and CASIA-Iris.V4-1000 databases 
Database Category Pr Rec FM EER ACC 
CASIA- Iris.V4-1000 Without eyeglasses 0.99765 0.99739 0.99752 0.00256 0.99744 

With eyeglasses 0.97958 0.97818 0.97855 0.02168 0.97832 
With & Without eyeglasses (Overall) 0.98862 0.98779 0.98804 0.01212 0.98788 

UBIRIS.v2 Without eyeglasses 0.98937 0.98895 0.98921 0.01093 0.98907 
With eyeglasses 0.97126 0.96828 0.97003 0.03136 0.96864 
With & Without eyeglasses (Overall) 0.98031 0.97862 0.97962 0.02115 0.97885 

 
4.2.2 Intra-database performance of HDN-Net and other state-of-the-art methods 

 
Figure 4 shows the performance of the proposed HDN-Net method within a database compared 

with some previous state-of-the-art techniques of the IRS, using the metric ACC (Accuracy) to 
perform the evaluation on CASIA-Iris.V4-1000. The x-axis in Figure 4 represents the different methods 
being compared, while the y-axis represents the performance value of each method. Overall, the 
results show that the suggested HDN-Net technique outperforms other techniques of iris recognition, 
has a higher ACC and a lower EER than the other methods in the comparison, on the UBIRIS.V2 and 
CASIA-Iris.V4-1000 databases. This indicates that the efficiency of HDN-Net is generally the best. 
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Fig. 4. Comparison of the ACC results (%) of our suggested HDN-Net and some state-of-the-Art 
techniques of the IRS on the UBIRIS.V2 and CASIA-Iris.V4-1000 databases 

 
5. Conclusion 

 
Iris recognition systems (IRS) are acknowledged to be highly effective in biometric identification 

and authentication, but they can face significant challenges in accuracy when processing images with 
eyeglasses. Eyeglasses can cause a variety of distortions and occlusions such as scratches, specular 
reflections, dirt, blurriness, and other noise factors that make it difficult for iris recognition systems 
to identify an individual's unique iris pattern accurately. To address this challenge, researchers have 
proposed the HDN-Net architecture, which uses a multi-CNN model to combine the features of both 
the left and right iris images in order to extract more distinguishing features, thus improving the 
accuracy of classification when faced with challenges due to eyeglasses. The overarching structure of 
the suggested HDN-Net framework comprises three major parts: the RHAM-Net module, the Residual 
SE-LSTM module, and the FFC module. The accuracy of the proposed iris recognition system was 
evaluated on the UBIRIS.V2 and CASIA-Iris.V4-1000 databases. The experiment results explain that 
our proposed iris recognition system achieves more promising results in terms of robustness and 
recognition accuracy compared to previous methods used in this field.   
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