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Hand sign classification is a challenging task in image processing and machine learning. 
Robust learning algorithms are essential to achieve optimal performance. Ensemble 
transfer learning, a technique that combines ensemble learning and transfer learning, 
is a promising approach to improve classification model performance. This study 
investigates the use of ensemble transfer learning for hand sign classification. The Sign 
Language Digits Dataset, which contains ten distinct handwritten image types, was used 
to evaluate the performance of three architectures: ResNet-50, VGG-19, and Ensemble 
Transfer Learning (a fusion of ResNet-50 and VGG-19). The results showed that all 
architectures performed well, but Ensemble Transfer Learning with 2 ResNet-50 and 1 
VGG-19 achieved the best performance with an accuracy of 99.03%. This suggests that 
ensemble transfer learning can effectively enhance model performance in image hand 
sign classification. The study also found that combining ResNet-50 and VGG-19 in 
Ensemble Transfer Learning yielded superior results compared to individual models. 
This is because ensemble transfer learning can leverage the strengths of both models 
to improve the overall performance. The findings of this study highlight the significance 
of employing ensemble transfer learning techniques to enhance accuracy and reliability 
in hand sign image classification. 
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1. Introduction 
 

Recognizing hand-sign digits holds significant importance for a wide range of applications, 
including sign language communication and assistive technologies [1]. Traditional methods for hand 
sign recognition have encountered challenges, primarily due to the intricate nature and diversity of 
hand signs. These methods heavily rely on manually engineered features and shallow machine 
learning algorithms [2,3]. 

As hand signs continue to play an increasingly prominent role in our daily lives, researchers have 
developed various techniques to enhance their identification. Among these, Convolutional Neural 
Networks (CNNs) have emerged as one of the most popular and effective approaches for extracting 
information from images of hands [4-8]. 
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While it is a general principle that larger datasets tend to yield better performance [9-11], it is 
essential to acknowledge that training a model with such datasets demands considerable time and 
computational resources [12]. In our research, we work with a dataset consisting of 2062 images, 
which is categorized as relatively small. However, this dataset, drawn from 218 different individuals, 
offers a crucial advantage by providing the essential diversity needed in the representation of hand 
signs and sign languages. This diversity encompasses a wide array of styles, expressions, and 
contextual variations, closely resembling real-world situations. This diversity is instrumental in 
enabling our classification model to effectively recognize hand signs or sign language that may be 
encountered in various scenarios, while also mitigating potential biases that can arise when a dataset 
is excessively focused on one individual or group. 

Transfer learning, a technique that leverages pre-trained models on extensive datasets, offers a 
potent solution for improving the performance of models on smaller datasets. By employing a pre-
trained model, our approach allows the model to assimilate features extracted from larger datasets 
and apply that knowledge to our smaller dataset. This strategy addresses the inherent challenges 
posed by smaller datasets and bolsters the model's performance. Transfer learning has 
demonstrated its effectiveness across various domains, including image classification, natural 
language processing, and speech recognition. Notably, it stands out as a valuable tool for tackling 
classification problems associated with limited data. In our research, we focus on two renowned pre-
trained models, VGG19 and ResNet50, which have been extensively used for transfer learning in 
image classification tasks [13-18]. These models have exhibited remarkable success on extensive 
image datasets and are well-suited for extracting vital high-level information from hand-sign digit 
images [18]. 

Beyond transfer learning, we also explore the potential of ensemble methods, a popular machine 
learning approach that combines multiple prediction models to achieve superior predictive solutions 
compared to individual models. Ensemble methods have proven valuable in a range of machine 
learning tasks, including image classification [19,20]. 

In this paper, we aim to create various ensemble method combinations using VGG19 and 
ResNet50 for the classification of hand-sign digit images, with a particular focus on comparing their 
performance. We will investigate different ensemble methods, such as stacking and bagging, and 
explore various hyperparameters, including the number of layers. Our research will also involve a 
comparative analysis, evaluating the performance of ensemble methods against that of individual 
models, such as VGG19 and ResNet50. The findings of our study promise to offer valuable insights 
into determining the optimal combination of ensemble methods and hyperparameters for achieving 
superior transfer learning in hand-sign digit image classification using VGG19 and ResNet50. 
 
2. Methodology  
2.1 Data Collection and Preprocessing 
2.1.1 Data collection 

 
We using the American Sign Language (ASL) Digits Dataset, comprising images of individuals' 

hands forming numerals from 0 to 9. This hand-sign image dataset was collected from 218 different 
people. The dataset contains a total of 2062 photos, each of which is sized at 100x100 pixels. We can 
access the dataset at https://www.kaggle.com/ardamavi/sign-language-digits-dataset. Figure 1 
provides a preview of the American Sign Language Digits, while Table 1 displays the dataset's class 
distribution. 

 

https://www.kaggle.com/ardamavi/sign-language-digits-dataset
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Fig. 1. Dataset Preview 

 
Table 1 
Dataset class distribution 

Label Number of Images 
0 205 
1 206 
2 206 
3 206 
4 207 
5 207 
6 207 
7 206 
8 208 
9 204 

 
This distribution showcases the dataset's balanced nature, as the counts for each class are 

relatively uniform, with only slight variations. The balanced distribution is a crucial aspect of our 
dataset preparation, as it helps prevent potential biases during model training and evaluation. By 
ensuring a similar number of samples for each class, we enhance the model's ability to generalize 
across all classes effectively. 
 
2.1.2 Dataset preprocessing 
 

To prepare for our experiments, we adjusted the image size to 224x224 pixels, a precise 
prerequisite for our transfer learning model to ensure optimal processing. Following this adjustment, 
we partitioned the dataset into training, validation, and testing subsets, apportioning them in 
proportions of 80%, 15%, and 5% (1649 images were used for training, 310 images for validation, and 
103 images for testing), respectively. A consistent split was employed. We set random_state to a 
specific value (in this case, 1), which ensures that the randomization for data splitting is reproducible. 
That is, if we were to run the code multiple times with the same random_state value, we would get 
the same split every time. This is useful for ensuring consistency in our experiments and results. Here 
is a brief explanation of the usefulness of each subset: 
1. Training data (80%): This subset of data is used to train the model. The model learns from the training 

data to recognize patterns and make predictions. The training data must represent the problem being 
solved and must be large enough to allow the model to learn well. 

2. Validation data (15%): This subset of data is used to optimize the model during the training process. The 
model is trained using the training data, then its performance is tested using the validation data. This is 
done to see the ability of the model during training to recognize patterns in general. Validation data can 
also be used to see the accuracy of the model created, if you are not satisfied with the results, you can 
change the parameters to improve the model's ability. 
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3. Testing data (5%): This subset of data is used to test the model after the training process is complete. The 
testing data must be separate from the training and validation data and must represent the problem 
being solved. The testing data should never be seen by the model before. Testing data is used to 
objectively evaluate the performance of the model and ensure that the model can be used to solve the 
problem at hand. 

After rescaling the image size, data augmentation techniques were applied to the training set. 
These include rotation, allowing for a maximum angle of 20 degrees; horizontal shifts with a 
maximum displacement of 20% of the image width; and vertical shifts with a maximum movement 
of 20% of the image height. Furthermore, shear is introduced with a maximum angle of 20 degrees, 
while zooming is permitted with a maximum factor of 20%. Horizontal flipping is employed with a 
probability of 1, ensuring it is consistently applied. To address gaps in the augmented images, the 
nearest neighbor method is used for filling, enhancing the dataset, and facilitating robust training for 
machine learning models. 

 
2.2 Experimental Setup 
 

In this section, we provide a detailed account of the experimental setup used in our study. A 
well-documented experimental setup is crucial to ensure the credibility and reproducibility of our 
research. 

 
Computational Resources 
 
To conduct our experiments, we utilized a high-performance computing cluster equipped with 

multiple GPU nodes. The cluster consisted of NVIDIA Tesla V100 GPUs, which are well-suited for deep 
learning tasks due to their high processing capabilities. We employed this computational 
infrastructure to significantly expedite the training of our deep neural networks. 

 
Libraries and Frameworks 
 
The success of our experiments heavily relied on various software libraries and frameworks, 

which are essential components of the machine learning and deep learning pipeline. We employed 
the following key libraries and tools: 

i. TensorFlow (Version 2.13.0): TensorFlow served as our primary deep learning 
framework. We leveraged its extensive ecosystem of tools and pre-built models to 
streamline our experimentation process. 

ii. Keras: Keras, integrated with TensorFlow, was used for its high-level API, simplifying the 
implementation of neural network architectures and models. 

iii. Scikit-Learn: Scikit-Learn played a crucial role in data preprocessing, feature engineering, 
and the evaluation of our models. It facilitated the implementation of traditional machine 
learning algorithms for comparative analysis. 

iv. Python (Version 3.10.12): Python served as the programming language for our entire 
research pipeline, offering a wealth of scientific computing libraries and tools. 

 
Origin of Trained Weights 
 
The pre-trained weights and models used in our research were obtained from publicly available 

sources, which ensures the transparency and reproducibility of our work. We used the following pre-
trained models: 
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i. VGG-19: We initialized our VGG-19 model with weights from the ImageNet database. This 
widely recognized dataset contains millions of labeled images and enables the model to 
capture general features and patterns in images. 

ii. ResNet-50: For ResNet-50, we also utilized weights pretrained on the ImageNet dataset. 
The ImageNet pretraining allows the model to extract hierarchical features and leverage 
its deep architecture effectively. 

By employing pre-trained weights, we aimed to harness the knowledge and feature 
representations learned from vast datasets, which can significantly boost the performance and 
convergence speed of our models when applied to our specific task. 

In conclusion, our research benefits from the computational resources, software libraries, and 
pre-trained models used in our experimental setup. This detailed account ensures that our 
experiments are both credible and reproducible, laying a strong foundation for the validity of our 
findings and results. 
 
2.3 Model Architecture Selection 
2.3.1 VGG-19 as the pretrained model 
 

To categorize images into 1000 object categories, Simonyan and Zisserman [21] proposed the 
utilization of VGG-19, a convolutional neural network consisting of 16 convolutional layers and 3 fully 
connected layers. This model requires a 224 x 224 image as input, and it provides the object label as 
its output. The architectural layout of VGG-19 is visually depicted in Figure 2. 

 

 
Fig. 2. Architecture of VGG-19 model (Source: Bansal et al., [22]) 

 
To extract features from an image using the VGG-19 model, we remove the last layer, which is 

used for classification. The remaining layers are then used to generate a representation of the image, 
which contains information about its features, such as shape, color, and texture. Next, to classify 
images into one of 10 classes, we use fully connected layers. This layer takes the feature 
representation from the previous layer and predicts the image class. The VGG-19 Model Summary 
shown in Table 2. 
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Table 2  
VGG-19 Model Summary 

Model: "sequential" 
Layer (type) Output Shape Param# 
Vgg-19 (Functional)  (None, 7, 7, 512) 20024384 
global_average_pooling2d 
(GlobalAveragePooling2D) (None, 512) 0 

dense (Dense) (None, 1024) 525312 
dense_1 (Dense)   (None, 10) 10250 
Total params: 20,559,946 
Trainable params: 535,562 
Non-trainable params: 20,024,384 

 
2.3.2 ResNet-50 as the pretrained model 

 
ResNet-50 is a pre-trained convolutional neural network that is commonly used in transfer 

learning. It is trained on the ImageNet database, which contains a million images of 1000 categories. 
ResNet-50 is advantageous for transfer learning because it has learned a wide range of features that 
can be useful for a variety of tasks. ResNet-50 is also a deep network, which means it has many layers, 
allowing it to capture complex features in images. However, ResNet-50 is less prone to overfitting 
than VGG-19 due to its residual connections, which allow the network to learn more efficiently [23-
25]. 

The architecture of ResNet-50 consists of 50 layers, including convolutional layers, pooling layers, 
and fully connected layers. The convolutional layers are grouped into blocks, with each block 
containing multiple convolutional layers followed by a max pooling layer. The residual connections 
in ResNet-50 allow the network to learn more efficiently by allowing the gradient to flow directly 
through the network without being diminished by the activation function. Figure 3 shows the visual 
layout of ResNet-50's architecture. 

 

 
Fig. 3. Architecture of ResNet-50 Model  
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Table 3 shows the summary of the pre-trained ResNet-50 model used in this paper. Features are 
extracted from the images using the ResNet-50 model, followed by Global Average Pooling to reduce 
the number of dimensions. The classification method is then applied to the extracted features. 

 
Table 3  
ResNet-50 Model Summary 

Model: "sequential" 
Layer (type) Output Shape Param# 
resnet50 (Functional)        (None, 7, 7, 2048) 23587712 
global_average_pooling2d 
(GlobalAveragePooling2D) (None, 2048) 0 

dense (Dense) (None, 1024) 2098176 
dense_1 (Dense)   (None, 10) 10250 
Total params: 25,696,138 
Trainable params: 2,108,426 
Non-trainable params: 23,587,712 

 
2.4 Proposed Ensemble Learning 
 

The ensemble method is a well-established approach in machine learning, widely recognized for 
its capability to enhance accuracy by combining predictions from multiple models [26-28]. In the 
specific context of hand-sign digit image classification, we can leverage the stacking method with the 
concatenate operator to effectively merge the predictions generated by the VGG-19 and ResNet-50 
models. This ensemble strategy harnesses the complementary strengths of these models, ultimately 
contributing to improved classification performance [29]. We investigate two ensemble methods, 
namely stacking and bagging, because these two methods are the most well-known among other 
ensemble methods. 
 
2.5 Performance Metrics 
 

We use the confusion matrix as the determinant to assess how well the suggested model 
performs. 
 
2.5.1 Accuracy 
 

Accuracy is a key factor that determines how accurately a model or architecture performs the 
classification. The following equation shows the formula: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
∑ 𝐶𝑜𝑟𝑟𝑒𝑐𝑡!"
!#$

𝑁  

 
2.5.2 Precision 
 

A model's precision is a parameter used to gauge how well it can categorize positive cases. 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
∑ 𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒!%"
!#$

∑ 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒%"
!#$
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2.5.3 Sensitivity (Recall) 
 

A metric called sensitivity or recall gauges how well a model or architecture can distinguish 
between positive and negative cases. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
∑ 𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒!%"
!#$

∑ 𝐴𝑐𝑡𝑢𝑎𝑙𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒%"
!#$

 

 
2.5.4 F1-score 
 

The F1-score, which ranges between 0 and 1, is a crucial indicator for determining how accurately 
a classification system performs; in reality, it assesses the efficiency of two parameters, accuracy and 
precision. 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 

  
3. Results  
 

In this research, we give the same treatment (data splitting and augmentation) to each dataset 
before entering the model, both ensembles learning and individual mode. For transfer learning, we 
set trainable property of VGG-19 layers and ResNet-50 layers to false, which prevented the weights 
(obtained by VGG-19 and ResNet-50 from ImageNet) from being updated during training with the 
ASL dataset. Each model was trained for 50 epochs, and validation loss was calculated for each epoch. 
We used SparseCategoricalCrossentropy as loss function because we have multiclass single label on 
target. The optimization algorithm for all model was Adam, with a learning rate of 0.001. 
 
3.1 Classification Using Individual Model 
3.1.1 VGG-19 
 

Figure 4 illustrates the VGG-19 with 50 epochs' training vs validation accuracy (right side) and 
training vs validation loss (left side). The loss graph shows the loss value of the VGG-19 model at each 
epoch. Loss is a measure of how well the machine learning model predicts the target data. The lower 
the loss value, the better the machine learning model predicts the target data. 

The accuracy graph shows the accuracy value of the VGG-19 model at each epoch. Accuracy is a 
measure of how often the machine learning model predicts the target data correctly. The higher the 
accuracy value, the more often the machine learning model predicts the target data correctly. 

In the Figure 4, the loss graph shows that the loss value decreases as the epoch increases. This 
means that VGG-19 model becomes more accurate in predicting the target data as the epoch 
increases. The accuracy graph shows that the accuracy value increases as the epoch increases. This 
means that VGG-19 model becomes more accurate in predicting the target data as the epoch 
increases. 

Based on this information, it can be concluded that VGG-19 model becomes more accurate in 
predicting the target data as the epoch increases. This means that VGG-19 model successfully learned 
from the training data and became better at predicting the target data. 
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Fig. 4. Training Result of VGG-19 

 
Confusion Matrix of VGG-19 given in Figure 5. From the figure, hand sign number 4 is most often 

misclassified, followed by number 8, 6 and then 7.   
 

 
Fig. 5. Confusion Matrix of VGG-19 

 
3.1.1 ResNet-50 
 

From Figure 6, almost the same as VGG-19 model, ResNet-50 model successfully learned from 
the training data and became better at predicting the target data. 
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Fig. 6. Training Result of ResNet-50 

 
Figure 7 shows the ResNet-50 Confusion Matrix. As individual model, ResNet-50 has higher 

accuracy than VGG-19 on the ASL digit dataset, there are only two sign languages that are 
misclassified, namely number 8 around 17% of the data test and number 3 at 8%of the data test. 

 

 
Fig. 7. Confusion matrix of ResNet-50 

 
3.2 Classification Using Ensemble Model 
3.2.1 Classification using stacking 
 

In this paper, we use the stacking method to ensemble the model. The ensemble stacking method 
uses several base classifiers in the learning process. There are two stages to learning stacking. Stage 
1, Each base classifier (VGG-19 and ResNet-50) used is trained using the same dataset so as to 
produce the results of each prediction. Stage 2, the meta-classifier, takes the predicted results from 
the base classifier as input to determine which class is most likely to be based on the test data. The 
predictions from these models are combined using the "concatenation" operation before being fed 
to the merging model (meta-learner) for the final prediction. This operation allows the combining 
model to take information from each individual model and decide how best to combine the 
predictions. The architecture of the ensemble model is illustrated in Figure 8. We applied some 
combination in Stage 2, to find the best model. 
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Fig. 8. Architecture of Ensemble Model 

 
3.2.1.1 Ensemble stacking model I (1 ResNet50 and 1 VGG-19) 
 

From Figure 9-14, we find that with the right layer combination can increase the accuracy of the 
model. 

 

 
Fig. 9. Training Result of Ensemble with 1 ResNet-50 and 1 VGG-19 



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 43, Issue 1 (2025) 95-111 

106 
 

 
Fig. 10. Confusion matrix of Ensemble Model I 

 
3.2.1.2 Ensemble stacking model II (2 ResNet50 and 1 VGG-19) 
 

 
Fig. 11. Training Result of Ensemble with 2 ResNet-50 and 1 VGG-19 

 

 
Fig. 12. Confusion matrix of Ensemble Model II 
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3.2.1.3 Ensemble stacking model III (1 ResNet50 and 2 VGG-19) 
 

 
Fig. 13. Training Result of Ensemble with 1 ResNet-50 and 2 VGG-19 

 

 
Fig. 14. Confusion matrix of Ensemble Model III 

 
3.2.2 Classification using bagging 
 

To implement bagging technique, we start by training multiple different base models using the 
same dataset. These models can come from different architectures or may simply have different 
initializations. Once these models are trained, we combine the predictions from all the models by 
taking the average of their predictions. This is a straightforward yet effective method to produce a 
more reliable final prediction. Figure 15 show the architecture of bagging ensemble. 

The primary advantage of Ensemble Bagging with Average Weight is increased accuracy, 
especially when the base models used are diverse in terms of architecture, initialization, or 
hyperparameters. This technique also helps reduce uncertainty in predictions, leading to more 
consistent results. 

In the world of machine learning, the key to achieving optimal results is to experiment with 
various ensemble techniques, as discussed above. By employing Ensemble Bagging with Average 
Weight, we can maximize the potential of our base models and produce stronger, more reliable 
predictions. This method is one of many tools that can assist us in tackling a variety of machine 
learning tasks and data analysis. 

Figure 16 shows a plot of the difference between training loss and accuracy. The training loss plot 
shows that the loss decreases gradually as the number of epochs increases. This shows that the 
training model is learning and reducing its errors. 

 



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 43, Issue 1 (2025) 95-111 

108 
 

The training accuracy plot shows that the accuracy increases gradually as the number of epochs 
increases. This shows that the training model is getting better at predicting the correct label. At epoch 
50, the training loss is 0.2 and the training accuracy is 0.8. This means that the training model has 
reached a high accuracy. 

From Figure 17, it shows that there are still prediction misses in digits 7. However, overall the 
performance of this model is quite good at 98.06%. 

 

 
Fig. 15. Bagging Architecture 

 

 
Fig. 16. Training Result of Bagging 

 

 
Fig. 17. Confusion matrix of Bagging 
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4. Conclusions 
 

This research addresses the important task of hand signal digit recognition, which has significant 
applications in sign language communication and assistive technologies. Conventional methods face 
challenges due to the complexity of hand gestures, relying on manual feature engineering and 
shallow machine learning algorithms. To address these challenges, a new ensemble transfer learning 
approach is proposed, leveraging the power of convolutional neural networks (CNN) and pre-trained 
models such as VGG-19 and ResNet-50. 

Evaluation results show that the Ensemble Model, which combines VGG-19 and ResNet-50 
synergistically in a stacked ensemble framework, almost completely outperforms the individual 
models. With 99.03% accuracy, the Ensemble Model shows superior performance in hand gesture 
digit classification. This innovation has the potential to advance the introduction of sign language, 
making it more accessible and effective for individuals with hearing loss. From table 4, it can be seen 
that even though the dataset we use is small, it still produces high accuracy, when compared to other 
models with larger datasets. 

 
Table 4 
Comparison of this study with existing related studies 

Study Model Dataset Accuracy(%) 
This Study VGG-19 ASL Digits 94.17 
This Study ResNet-50 ASL Digits 98.06 
This Study Stacking Model I ASL Digits 98.06 
This Study Stacking Model II ASL Digits 99.03 
This Study Stacking Model III ASL Digits 97.09 
This Study Bagging ASL Digits 98.06 

Dyal et al., [30] Combines unsupervised 
domain adaptation (UDA) ASL Digits 91.32 

Tyagi et al., [31] HFSC ISL 97.87 
Mistree et al., [32] MobileNet ISL 97.27 

 
Additionally, the application of transfer learning and ensemble techniques promises to improve 

model adaptability and generalization, even in situations with limited labelled datasets. In addition 
to its direct impact on sign language recognition, this research has broader implications in the fields 
of human-computer interaction and assistive technology, thereby providing a multidisciplinary 
approach to solving real-world challenges. Ultimately, these efforts contribute to increased 
accessibility and communication for individuals with hearing loss and hold the promise of a more 
inclusive society. For future research, it is hoped that other ensemble models can be applied, and 
using more extensive dataset. 
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