Video Forgery Detection using an Improved BAT with Stacked Auto Encoder Model
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ABSTRACT

There are various public and private places such as banks, roads, offices, and homes equipped with cameras for surveillance. The surveillance videos are consisting of a precious source of information related to critical application scopes. The main problem is to aid powerful and accessible software that changes the content present in the video for the forgery creation of a video. The forgery involves region duplication that has a common video tampering. The existing techniques are utilized to detect video tampering from the forged videos that showed complexity in the background. Thus, it is important to overcome the problem of forgery detection in the research. The Spatio-temporal averaging model is carried out for the collection of a video sequence for obtaining the background information. This can detect the moving objects effectively for forgery detection. Next, the ResNet 18 is used for extraction of the feature vectors, and the discriminative feature vectors were reduced and improved the training time and accuracy. The Single Auto Encoder (SAE) is not able to reduce the input features’ dimensionality. Thus, the SAE has used 3 encoders stacked on the top for detecting the forgery. It is based on the sequence of videos. In comparison to the existing models, the proposed approach outperformed them with accuracy rates of 98.6%, sensitivity rates of 98.60%, specificity rates of 98.47%, MCC rates of 97.29%, and precision rates of 99.93%.
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1. Introduction

The multimedia editing tools show the fast development of the forgers which modifies the contents conveniently without multi-media professional skills [1]. Fake media is distinguished from multimedia forensics; the real version has been examined for several years. The video demonstration has proved a productive way to share thoughts and sentiments [2]. An extensive creation was priced reasonably that captured the portable video through devices that include cell phones and cameras. The cell phones are activated with rapid improvement based on visual data generation [3]. The various key fields like courtrooms and journalism worldwide are used as a means of communication for the videos. The model assures the validation of the content that was never provided. Software
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tools with high quality were used that alter the content of the videos [4]. The model was interrogated with genuineness and the multi-media tools were used for modifying the content conventionally without professional skills [5-6]. The forgery recognition approaches of two types were used for detecting passive and active approaches. The information is hidden with an image that has extracted active information from it [7]. The active approach can extract the information that has been hidden from an image. The secret information present in the watermarks was formed as a digital signature. The passive methods are used for detecting the duplicate region like splicing and copy-move forgery (CMF) in an image [8]. The tampered video datasets mainly focus on single tampering such as copy, object-based tampering, and move object splicing in the spatial domain. The video splicing is performed by replacing it with the video content portions from other video regions. The copy operations are moved and tampered with the areas for splicing that comes with another video [9]. Therefore, it is important to generate splices with distinct optical pipelines. In the splicing detection task, the research study considers the GRIP dataset. The image forgery scenario that was tampered with was not the same as that of the original region. It usually undergoes the process of post-processing operations like scaling, softening, rotation, blurring, smoothing, and denoising showing a better appearance visually [10]. The research [11] derived concise characteristics from digital videos that encompassed both temporal and spatial data of video segmentation. They utilized I3D and ResNet, achieving an accuracy of 84.05% on the VIRAT dataset and 85.88% on the MFC dataset. The research [12] introduced an approach for identifying inter-frame forgeries through Convolutional Neural Networks (CNN). This method involved the retraining of existing CNN models trained on the ImageNet dataset, enabling the detection of inter-frame forgeries while leveraging spatial-temporal relationships in a video. Their CNN model achieved an 81% accuracy rate. The research [13] introduced two network structures aimed at efficiently detecting forgeries with minimal computational expense through the utilization of deep learning techniques. Their methodology centred on detecting both Deepfake and Face2Face, two methods utilized to produce highly realistic manipulated videos. They attained a successful detection rate exceeding 98% for Deepfake and 95% for Face2Face. Thus, human beings are deceived with tampered images showed difficulty manually for image authentication. Thus, the computational overhead is reduced for the detection method and the feature selection technique reduced the features for improving the prediction rates. The devices are limited by their computational capabilities. The major contribution of this research is mentioned as follows,

Initially, pre-processing technique spatio-temporal averaging is done on the collected GRIP dataset to eliminate the unwanted noise.

Then, the feature extraction is completed by using CNN and ResNet18 models.

Followed by that, the feature selection method selects the relevant features from the dataset using IBOA and applied for classification.

Finally, the classifier model based on selected features performs classification using SAE with DNN to improve the accuracy.

The structure of the research work is given as follows; Section 2 describes the existing methods involved in forgery detection. Section 3 illustrates the proposed method and Section 4 discusses the results. The conclusion and future work of this research work is given in Section 5.

2. Literature Review

The existing models that are involved in forgery detection using machine learning models are given as follows:
Harpreet Kaur & Jindal [14] developed a Deep CNN (DCNN) model for the detection of forgery in the video. The CNN-based model utilized the pre-processing layer for the detection of repositioned frames. Later, the overfitting was mitigated that added convolutional networks that were highly efficient and exposed the inter-frame tampering using DCNN. The developed algorithm detected the forgery without additional pre-embedding information in the frame. However, a various number of videos showed higher image resolution for a long length obtained lower metrics, and lesser efficiency.

Beijing Chen [15] developed a Fractional Quaternion Zernike Moments for performing a robust colour image for forgery detection. The implementation algorithm used is FrQZMs to speed up the computation for each component with the quaternion signal. The proposed FrQZMs evaluated the performances by considering the colour image copy for determining forgery. The modified PatchMatch algorithm is used for matching features using the algorithm and the FrQZMs are the features considered to match the algorithm. However, a deep learning model was needed to detect the copy-move forgery strategy. So, an effective network to improve the robustness of various kinds of additional operations was needed.

Xiao Jin [16] developed a dual stream network to embed the object-based video forgery detection based on depth information. The dual stream framework was used that jointly discovered and integrated effective features to detect the object based on video forgery. There are two distinct types of branches that were employed in examining the discriminative features. The dual stream features fused the Conditional Random Field (CRF) layer for enhancing the segmentation results. The temporal consistency was required to be incorporated into the video tracking strategy. The training stage cannot find the large-scale video strategy using neural networks. The temporal information was not introduced in training the forged videos.

Kang Hyeon Rhee [17] performed semantic segmentation for Copy-Move forgery detection to classify the image. The developed model generated a novel GT image for solving the problem to detect the Copy-Move forgery detection. The developed scheme generated a GT image that solved the problem of correct detection of Copy-move forgery. The GT images were configured using semantic segmentation and image classification. The GT images generated were adopted by other classification techniques that were helped by using a deep neural network. However, it is necessary for performing advanced research to detect the multiple class for moving the patches further.

Monika [18] utilized a Discrete Cosine Transform approach for performing image forensic investigation. The developed model showed its robustness with post-processing and pre-operations to detect automatically and localize the specific artifacts. The developed model used Discrete Cosine Transform technique that obtained features from each block of images and reduced the block dimensions. The tampered blocks of images were compared with the threshold values based on robust parameters for detecting the blocks which are similar in reduced time. However, the results obtained were having higher geometric disturbance in the image quality.

Abhishek & Jindal [19] developed a Deep CNN model for segmentation based on the localized features to detect image forgeries. The DCNN uses 91 layers for detecting the forgery region that performed image forgery detection and localization better. The developed transfer learning showed a major advantage that worked well with small data and also retrained the model with it. The developed model used block-based image methods to localize the forgery region. However, the block-based method divided the image into overlapping blocks which showed complexity in the time.

Structural Correlation Dependent Methodology for Image Forgery Classification and Localization has been proven by Nam Thanh Pham et al., [20]. The suggested technique makes use of Hamming Embedding (HE)-based image retrieval and Bag-Of-Features (BOF) image representation. The Image Forgery Clustering (IFC) used the structural connections among images to group pertinent images
into clusters. The suggested algorithm extracts the cluster centroid from image clusters, that had only one genuine image in the cluster, by taking advantage of the structural correlation between images. The forged areas were then localised and image forgery was classified. Whenever the duplicated areas vary only slightly from the original, the suggested technique works more effectively compared to other approaches. However, it becomes less effective as the rotation angle and scaling ratio increase.

In this study [21], six Image Quality Assessment (IQA) metrics, including Signal to Noise Ratio (SNR), Peak Signal to Noise Ratio (PSNR), Global Contrast Factor (GCF), Normalized Absolute Error (NAE), Average Difference (AD), and Misclassification Error (ME), were investigated. The research aimed to understand the impact of each IQA metric on tested images. The study provided an overview of the background and related work in IQA, highlighting the suitability of SNR and PSNR for contrast images and ME for segmented images. The IQA metrics were categorized based on the image analysis.

In this study [22] a straightforward and efficient method to conceal information within the bit sequence of a Code Excited Linear Prediction (CELP) speech codec. It suggests employing random sequences produced by chaotic maps for this purpose. Our approach utilizes chaotic maps in two key ways: first, to encrypt the secret image by switching among various random sequences generated by different logistic maps, and second, to identify random bit positions in the least significant bits (LSBs) of speech linear prediction coefficients to hide image data.

3. Proposed Methodology

The present research work collects the data that is undergone for the process of pre-processing. The pre-processed image is undergone for the feature extraction and the extracted features are undergone for the process of feature selection. The selected features have undergone the process of classification that classified into original video and spliced video. The block diagram of the proposed method is shown in Figure 1.

![Block diagram of the proposed research work](image-url)
3.1 Data Collection

The present research uses Group Research Image Processing (GRIP) dataset that is collected as the test dataset used for marking the bench video forensic techniques. The GRIP dataset has a total 40 number of videos which consists of 10 YouTube, 10 forged, and 10 authentic datasets that comprise compressed videos. The model was compressed with videos that remained with binary masks that were served with the ground truth. The resolution of the video sequence is around 1280×720. The datasets consisted of the most tampered videos which were belonging to the case of the adding object. The dataset was open access that divided the tampers into the temporal and spatial domains. The database consists of a total 33 videos and 26 tampered videos that consisted of 10 splicing, 6 frame swapping, and 10 copy move. The database images are publicly available on the YouTube channel and all of the videos have been shot carefully by considering spatial and temporal video characteristics. Figure 2 shows the GRIP Dataset images.

3.2 Pre-processing

The input video is used for the process of pre-processing that divides the video into smaller shots. The shots obtained are non-overlapping sub-sequences where the frames are having $z$ as the size of each of the shot systems. The model was designed based on the number of frames as it showed small variations among the short interval of time. The pre-processing uses the videos which are divided into a number of frames processed to detect the tampered region portions. The spatiotemporal averaging was evaluated to perform the temporal and spatial averaging. At first, spatial averaging is applied to the group operation that estimates the new values for the pixels from the neighborhood pixels based on the template convolution. The spatial average is mathematically defined as shown in Eq. (1).

$$p_i = w \times p_i$$

(1)

Where, $p_i$ is known as the new video frame which is convolving based on the template $w$ that has the frame of the shot $p_i'$. Here, $w = 3 \times 3$ states with the temporal averaging and weight coefficients that are mathematically expressed as shown in Eq. (2).

$\text{Spatiotemporal averaging} = \frac{1}{s} \sum_{i=1}^{s} p_i$

(2)

Spatiotemporal averaging is performed that obtains the resultant frame by combining the spatial and temporal information. The output for the spatiotemporal averaging is performed which is
represented graphically as shown in Figure 2. The spatiotemporal averaging frame consisted of scene background information that has a pale appearance for an object to move through the whole shot.

3.3 Feature Extraction

The splicing analysis plays an important role in the process of feature extraction. The main challenge in the area is to extract the opinions for identifying the forged area to classify it as forged or not. The pre-processed frames are processed for the feature extraction using a Convolutional Neural Network (CNN) which forms a suitable combination of low and high-level features for the extraction of features from the frames. The main aim of the model is to reduce the feature numbers from the dataset that creates a set of new features. These features from the existing model improved the accuracy and also overcomes the overfitting risk. The ResNet is used as a Residual Network the classic neural network that acts as a backbone to perform various tasks. The ResNet model has trained DCNN extremely with 150 layers that perform fundamental breakthroughs successfully. The ResNet training before the deep neural network showed difficulty because of the vanishing gradient problems. The AlexNet model has started for focusing on deep learning models that consisted of convolutional layers. ResNet training is a deep neural network that showed difficulty with the problem of vanishing gradients. The AlexNet model started to focus on deep learning as it consisted of 8 convolutional layers, the VGG network consisted of 19 layers, Inception or GoogleNet had 22 layers, and ResNet had 152 layers showed repeating multiplication showed gradient small.

The ResNet-18 is a type of CNN model which has a total 18 number of layers and is pre-trained on more than a million images using the ImageNet database. The ResNet-18 network learns the rich features to represent a variety of wide range of images. The image is having input size of 224-by-224 in the network which is a pre-trained network by using MATLAB for pre-training the DNN. The images have been classified the images using the ResNet-18 model which Classified the image based on GoogLeNet that can replace the GoogLeNet with ResNet-18. The network is retrained based on the new classification task which follows by training a deep learning network to classify the images and ResNet.

3.4 Feature Selection

Before processing for classification, it is important for assessing the feature space which is created from the data. The high-dimensional feature spaces showed difficulty for the classifiers for identifying the data patterns. The useful features from the smaller subset are performed by the selection of those features showed improvement in the classifier performances. The model reduced the computational requirements and storage during classifier training. The most significant step is performed by reducing the feature space which quantifies the underlying patterns in the data.

In the present research work, the Bat Algorithm (BA) is used as a meta-heuristic algorithm that works mainly based on bat characteristics. It finds the echolocation widely with respect to the bat characteristics that overcome the problems of optimization when appeared. The BA has insufficient local search and showed poor performances due to high dimensional optimization issues, lack of diversity, and insufficient local search. An improved BA utilizes an extremal Optimization algorithm that improved the performance of BA. The IBA-EO model has improved the updated strategy obtained solutions to generate the randomly selected bats for enhancing the global search capacity. The ability to exploit is shown by updating the strategy in the proposed work which has gained a solution for randomly selecting the bats to enhance the search capability. The ability to exploit the EO has shown excellence with the local search. The EO algorithm with BA is used for enhancing the
exploitation ability. The aforementioned techniques are used for improving and monitoring the mechanism. It is used for keeping a suitable balance between exploration and exploitation ability.

3.4.1 An improved updating strategy

The position of BA is updated in two ways where the new position is generated based on frequency and speed that is adopted with the pulse rate decides $X_i$. It develops towards an optimal solution and both of them have been determined correctly and effectively. The exploration of the capacity is promoted that played a better role for low dimensional space. The high dimensional complex finds the search spaces that focused mainly on the search direction explored with a globally optimal solution. The condition after acceptance obtains a new solution that needs a smaller objective function when compared with the current optimal solution. The generated random number satisfies smaller values than the policy parameter. The acceptance strategy has caused the loss of excellent candidate solutions which has seemed with the search space that is not expanded fully. The positions of the bats are updated as the new strategy is set up. The detailed expression is provided in Eq. (3) and Eq. (4).

$$X_i = X_i^{t-1} + v_i^{t} + (X_i^{t-1} - X_k) \times \delta$$

$$\delta = I_{max} - \frac{t}{I_{max}} + 0.1$$

From the above Equations, subscript $i$ is known as the $i^{th}$ bat and $k$ mean random integer having 1 to NP that is number having the bat population. $I_{max}$ is known as the maximum iteration number and $t$ is the number of the current iteration, $\delta$ is known as the control parameter. For the early search, large $\delta$ is used for enhancing the diversity among the population for producing an optimal solution. Later, the step size become smaller and showed randomness was weaker. The exploration of the optimal solution was strengthened and a new selection strategy was developed for accepting it with a better solution. The worse solution is accepted for certain probability functions when the two cases were operating. In case the function value is better, then unconditional things are accepted. If the obtained solution is better, then the unconditional solutions are generated. If in case the objective function value is worse, then the solutions are accepted. The poor candidates have achieved the expanding effect of a search field that is accepted moderately. The obtained model makes the solution fall into the local optimal jump-through predicament.

3.5 Classification

Once the best features are found from the Improvised Bat Algorithm, the data is classified using a classification algorithm. The datasets are having a relationship complexity with features. Using a single Auto encoder is not sufficient and a single autoencoder is unable to reduce the input features' dimensionality. Thus, in such cases, a stacked autoencoder is used that has multiple encoders that are stacked from the top. The SAE has 3 encoders that are stacked on one another and the SAE has 3 encoders that are stacked as shown in the description. The output obtained by encoder 1 and input of the autoencoder 1 is provided with an input for autoencoder 2. The output from autoencoder 2 and the input from autoencoder 2 is provides input to encoder 3 as an input. Therefore, the input length of autoencoder 3 will be double autoencoder 1 and 2’s input. Thus, the model solves the insufficient data problem to some extent.
3.5.1 Implementing stacked autoencoders using python

The SAE uses the Fast Fourier Transform (FFT) for the vibrated signal that is used for fault diagnosis with various applications. The data consisted of complex patterns and thus a single autoencoder does not reduce the data dimension. The amplitude of the FFT is ranging between 0 and 1. The autoencoder is designed over dense layers with respect to both the decoder and encoder sides. The number of neurons in the encoder and the decoder is the same. The autoencoder reduces the number of features that build the model compiled and fitted to train to reduce the features to 200 from 4000. The model is built and compiled for fitting the training data. The autoencoder targets the output which is the same as that of the input. The model is trained at the first by the autoencoder and all the output generated is concatenated. The auto-encoder 2 is ready for considering the input. The model is built compiled and trained to autoencoder 2 on a new dataset. The autoencoder 2 is trained that moves toward training 3rd autoencoder and for the next autoencoder, the input to the 3rd encoder is used for the last 2 encoders which compile, trains the data generated at the new. In this research, the undertaken classification method classifies the types of class such as splicing and original as shown in Figure 3.

![Image of classified forgery images](image-url)

**Fig. 3.** Classified forgery images

4. Experimental Results

The metrics for the proposed research evaluate the performances using image forgery detection. The Forged images (fi) are classified correctly TP and the wrongly classified images are termed FP (False Positive). The images tampered with are falsely missed that is known as the False Negatives (FN) and which is authenticated under correctly classified images expressed as shown in the below Eq. (5) to Eq. (9)

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \\
\text{Precision} = \frac{TP}{TP + FP} \times 100 \\
\text{MCC} = \frac{TN \times TP - FN \times FP}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}} \\
\text{Sensitivity} = \frac{TP}{TP + FN} \\
\text{Specificity} = \frac{TN}{TN + FP}
\]
Where, TP=True Positive, TN=True Negative, FP= False Positive, FN=False Negative. The K-fold cross-validation is performed that splits data into different folds as \(k\). The present research validated results for \(k = 3,5,8,10\) and the subsets train the data to leave the last fold as the test data. The model is averaged against all numbers of folds for model finalization. The training and testing percentages for the present research work are provided in Table 1.

<table>
<thead>
<tr>
<th>K values</th>
<th>3.00</th>
<th>5.00</th>
<th>8.00</th>
<th>10.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>66%</td>
<td>80%</td>
<td>85%</td>
<td>90%</td>
</tr>
<tr>
<td>Testing</td>
<td>34%</td>
<td>20%</td>
<td>15%</td>
<td>10%</td>
</tr>
</tbody>
</table>

Figure 4 shows the original image and forgery image.

![Fig. 4. Original image and forgery image](image)

Figure 5 shows the classified forgery images.

![Fig. 5. Classified forgery image](image)

### 4.1 Quantitative Analysis

Table 2 shows the results obtained for the proposed method where the results are obtained for accuracy, precision, sensitivity, specificity, and MCC. The classifiers considered are MSVM, LSTM, RNN, Sparse auto encoder and DNN which obtained various accuracy values. The classifiers such as MSVM, LSTM, RNN, Sparse auto encoder and DNN outperform well to obtain an accuracy of 78.51%, 95.16 %, 94.38%, 95.85% and 98.95%. The existing SVM does not perform well as the dataset consisted of more noises and the target classes were overlapping. When the feature numbers for each data point exceed the number of training data samples, the SVM underperforms. Similarly, the KNN model doesn’t work well with a large dataset which is having a high number of dimensions obtained lower than 94.8%. The RF failed to work with large trees which makes the algorithm too slow and ineffective for real world applications. The developed algorithm trained the model fast but was slow for predicting the trained accuracy of 96.54%. However, the existing Neural Network required to reduce the error for the sample means that completed the training without providing optimum results.
Table 2
Results obtained by the proposed classifiers without feature selection algorithms

<table>
<thead>
<tr>
<th>Without feature selection</th>
<th>Classifiers</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>MCC</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSVM</td>
<td>65.8572</td>
<td>64.2253</td>
<td>66.6769</td>
<td>65.0606</td>
<td>67.8615</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>91.069</td>
<td>92.5065</td>
<td>91.57</td>
<td>90.46</td>
<td>90.65</td>
</tr>
<tr>
<td></td>
<td>RNN</td>
<td>89.06</td>
<td>90.24</td>
<td>91.75</td>
<td>89.98</td>
<td>88.25</td>
</tr>
<tr>
<td></td>
<td>Sparse auto encoder</td>
<td>92.54</td>
<td>92.06</td>
<td>91.6638</td>
<td>90.011</td>
<td>88.65</td>
</tr>
<tr>
<td></td>
<td>DNN</td>
<td>90.56</td>
<td>90.26</td>
<td>91.77</td>
<td>89.90</td>
<td>91.82</td>
</tr>
</tbody>
</table>

Figure 6 and 7 shows the performance analysis in the stage of feature selection process.

Table 3 shows the results obtained for the proposed method with feature selection. The classifiers such as SVM, KNN, RF, NN, and DNN obtained lower accuracy values without the feature selection algorithm but obtained better accuracy with the feature selection algorithm.

Table 3
Results obtained by the proposed classifiers with feature selection algorithms

<table>
<thead>
<tr>
<th>With feature selection</th>
<th>Classifiers</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>MCC</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSVM</td>
<td>78.51</td>
<td>77.28</td>
<td>79.50</td>
<td>76.77</td>
<td>78.67</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>95.16</td>
<td>94.85</td>
<td>94.87</td>
<td>95.81</td>
<td>93.17</td>
</tr>
<tr>
<td></td>
<td>RNN</td>
<td>94.38</td>
<td>93.87</td>
<td>92.09</td>
<td>94.06</td>
<td>91.74</td>
</tr>
<tr>
<td></td>
<td>Sparse auto encoder</td>
<td>95.85</td>
<td>96.64</td>
<td>96.96</td>
<td>95.98</td>
<td>97.73</td>
</tr>
<tr>
<td></td>
<td>DNN</td>
<td>98.95</td>
<td>99.46</td>
<td>98.47</td>
<td>97.29</td>
<td>99.93</td>
</tr>
</tbody>
</table>
Table 4 shows the results obtained by the proposed research for the evaluation of distinct optimization algorithms to various k-fold validations. The present research work utilizes PSO, ACO, and IBA optimization algorithms for validating the performances. The accuracy performances for kfold validation performed obtained 96.6% of accuracy for the proposed method. The existing particle swarm optimization (PSO) algorithm used for finding the local optimum showed higher performances. However, the ACO algorithm overcomes the optimization problems for further improvements and obtained better accuracy values. The IBA showed relatively larger values with the higher convergence rate and the delayed phenomenon at the later stage speeded and slowed down the performances. The developed model does not provide a solution but required a smaller objective function when compared with the currently obtained optimal solution. The model has satisfied the random numbers generated and showed lesser accuracy values compared to the policy parameter.

Table 4

<table>
<thead>
<tr>
<th>Performance metrics</th>
<th>Optimization algorithms</th>
<th>K-fold validation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>Accuracy</td>
<td>PSO</td>
<td>82.36</td>
</tr>
<tr>
<td></td>
<td>ACO</td>
<td>85.79</td>
</tr>
<tr>
<td></td>
<td>IBA(Existing)</td>
<td>88.89</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>96.60</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>PSO</td>
<td>83.18</td>
</tr>
<tr>
<td></td>
<td>ACO</td>
<td>85.73</td>
</tr>
<tr>
<td></td>
<td>IBA(Existing)</td>
<td>89.42</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>96.77</td>
</tr>
<tr>
<td>Specificity</td>
<td>PSO</td>
<td>82.91</td>
</tr>
<tr>
<td></td>
<td>ACO</td>
<td>84.01</td>
</tr>
<tr>
<td></td>
<td>IBA(Existing)</td>
<td>88.54</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>97.15</td>
</tr>
<tr>
<td>MCC</td>
<td>PSO</td>
<td>82.81</td>
</tr>
<tr>
<td></td>
<td>ACO</td>
<td>83.86</td>
</tr>
<tr>
<td></td>
<td>IBA(Existing)</td>
<td>89.29</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>96.20</td>
</tr>
<tr>
<td>Precision</td>
<td>PSO</td>
<td>82.29</td>
</tr>
<tr>
<td></td>
<td>ACO</td>
<td>83.11</td>
</tr>
<tr>
<td></td>
<td>IBA(Existing)</td>
<td>90.27</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>96.43</td>
</tr>
</tbody>
</table>
4.2 Comparative Analysis

The Group Research Image Processing (GRIP) dataset, which is gathered as a test dataset for marking the bench video forensic methods, is used in the current study. While considering the GRIP dataset, existing Discrete Cosine Transform [15] obtained better accuracy of 98%, and also a higher geometric disturbance of image quality was needed. However, DCNN [11] block-based method divided the image into blocks resulting in complexity in the time obtained with an accuracy of 91.1%. Whereas, the proposed method was forged exposure for the videos that showed higher resolution images with long lengths. While existing IFC [17] has achieved 98.8% sensitivity and 96.3% precision. Overall, the proposed method showed better performances of achieving higher accuracy as 98.60% in GRIP dataset. Table 5 shows the comparative analysis of the proposed and the existing models on GRIP dataset.

Table 5
Comparative analysis on GRIP dataset

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy (%)</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>MCC (%)</th>
<th>Precision (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCNN [11]</td>
<td>91.1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>IFC [17]</td>
<td>-</td>
<td>98.8</td>
<td>-</td>
<td>96.3</td>
<td></td>
</tr>
<tr>
<td>Proposed improved BAT with SAE</td>
<td>98.60</td>
<td>98.60</td>
<td>98.47</td>
<td>97.29</td>
<td>99.93</td>
</tr>
</tbody>
</table>

5. Conclusions

The present research uses Spatio-temporal averaging model which was used for collecting the video sequences extracted the background information. It is having a pale of moving objects which showed an effective forgery detection in the video. The ResNet 18 was used for performing the feature extraction for obtaining the feature vectors. The discriminative feature vectors were reducing the training time that improved the accuracy of detection. The single Autoencoder was unable to reduce the dimensionality of input features. Therefore, this research introduced stacked autoencoders which consist of multiple encoders that were stacked on one another to improve the classification accuracy. The proposed method obtained 98.6% accuracy, sensitivity (98.60%), specificity (98.47%), MCC (97.29%) and precision (99.93%) which is better when compared with the existing models. In the future, this research will be further extended by using hybrid deep learning models to enhance the classification performances.
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