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Statistical Process Control (SPC) charts are frequently used in the semiconductor 
manufacturing environment to monitor process quality and detect special-cause 
variations, hence, to take corrective actions when necessary. The important aspects of 
control charts to consider on production floors are identifying the primary objective of 
implementing control charts, the type of data to monitor and the most appropriate 
control limits to establish. When the quality data is a type of attribute data like the 
proportion of defectives from a production lot, a p-chart approach is most suitable. In 
p-chart applications, although the assumption of normally distributed process data is 
not mandatory, the widespread practice is to assume the normal distribution of process 
data when establishing the control limits. Yet again, the reality of industrial settings is 
that process data are most likely influenced by outliers, resulting in highly skewed 
distributions. This paper addresses these issues by proposing robust SPC charting 
techniques to detect special-cause variations in the semiconductor manufacturing 
processes. Here, we present a case study of a semiconductor company in Malaysia, 
Dominant Opto Technologies Sdn. Bhd. to propose three robust statistical approaches 
for monitoring the proportion of defectives in production lots. We apply M-estimates, 
median, and interquartile range to calculate the upper control limits (UCL) and found 
that robust estimators are more effective in detecting early process deterioration and 
capturing the out-of-control (OOC) conditions better than traditional control charts. By 
proposing robust methods, this study enlightens the practical aspects of process quality 
improvement for real-life manufacturing setups. Because a high OOC rate may impact 
manufacturing productivity, we recommend the decision-makers choose the types of 
control charts based on the implications of each robust approach toward quality and 
productivity. The significance of this study includes providing insights into setting up 
the appropriate attribute control charts for detecting defective proportions for 
professionals and SPC researchers working in these areas. 
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1. Introduction 
 

The concept of quality has evolved throughout the history of manufacturing, starting with 
inspection during the Industrial Revolution in the 1700s-1800s, followed by quality control during 
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mass production in the early 1920s, and statistical process control (SPC) in the 1930s-1940s [1,2]. The 
SPC approach uses statistical techniques such as a control chart to control a process by monitoring 
its variation [3]. Inspections ensure the manufactured item conforms to specification using visual 
inspection or go/no-go gauges; either by sampling inspections or by a 100% inspection [2]. 

Many visual inspections in the semiconductor manufacturing industry nowadays are performed 
by automated visual inspection (AVI) machines. This machine uses image-processing techniques to 
automatically detect defective items [4]. To ensure only good items are delivered to customers, the 
AVI machines are used to perform a 100% inspection to segregate the items that conform to the 
product specification (good) from the non-conformance ones (defectives) [4].  

In recent years, with the advancement of information technology (IT), artificial intelligence, and 
connectivity, the data has usually been stored in the company database using the data warehouse 
concept [5]. May it be counting data or defective rates; control charts detect any special-cause 
variations to indicate early process deterioration. In the 100% inspection data, attribute data is 
commonly used. Attribute data are important when qualitative information is needed to assess the 
manufacturing quality performance. In the semiconductor manufacturing process, a severely skewed 
distribution of the inspection data is a typical problem faced due to extreme values such as outliers. 
This could lead to an ineffective control chart that fails to detect out-of-control (OOC) conditions 
associated with special-cause variations. In such cases of highly skewed data distribution, non-
parametric or robust methods are necessary to estimate the control limits. The non-parametric 
control charts offer options to industrial practitioners; however, they are hard to implement in real-
life practice due to a lack of knowledge and support in terms of computational tools [6]. 

Robust estimator-based control charts are particularly useful in processes dealing with extreme 
values or outliers, but their suitability for industrial applications may depend on specific process data 
or situations. Therefore, it is important to evaluate the performance of robust control charts in 
industrial settings with 100% inspection data in the presence of outliers. This is the motivation for 
this study.  This paper is structured as follows: The next sub-sections examine the literature about 
SPC charts and robust statistics. The subsequent section presents the methodology used in this 
research. The next two sections present the results and discussions and end with the concluding 
remarks. 
 
2. Literature Review 
2.1 Statistical Process Control (SPC) Chart 

 
Walter A. Shewhart first introduced control chart methodology to monitor common and special 

causes of variations [7]. Two types of Shewhart charts based on the type of data are the control chart 
for variables and the control chart for attributes. Control charts for variables handle continuous data, 
whereas attribute control charts cater for discrete or countable data. Proportion or defective rates 
are examples of attribute data. The SPC charts applied most in the manufacturing industry are run 
charts, individual X-charts for variables, and p-charts for attributes [8]. In run charts, defective rates 
are plotted against time to show changes over time and to assess the effects of new equipment or 
other factors on the process [8]. Variable p-charts are commonly used to monitor defective rates 
when it is not possible to maintain a constant sample size during the inspection process [8].  

Generally, control charts can be applied in a two-phase procedure when the parameters of the 
process quality attribute are unknown. In phase 1, the individual X-chart of a historical data set will 
estimate the process parameters to establish the control limits. The established control limits will 
then be applied to a new set of process data in phase 2 to examine if the process data is stable where 
all data is within the control limits [9]. Theoretically, the Shewhart control chart consists of a centre 
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line (CL), an upper control limit (UCL), and a lower control limit (LCL). The control limits are calculated 
based on the process mean forming the centre line plus or minus (+/-) the multiplier of sigma (scale 
or dispersion) [10]. When the control chart triggers an OOC due to some special causes, further 
investigations are needed to prevent poor-quality items from being produced [11]. The process’s 
performance, however, depends on the stability of its parameters, such as the mean and dispersion 
of the parameters [12]. The following paragraphs discuss the characteristics of different types of 
control charts relevant to this research for the benefit of the readers, especially the industrial 
practitioners. 

The AIAG SPC is a reference manual widely used by semiconductor suppliers in the automotive 
industry. These manual states if the data derived is of a discrete nature, like go/no-go or 
acceptable/not acceptable, an attribute control chart is the best option [13]. It also includes a chart 
based on count or percent data like a p-chart [13].  

In Shewhart’s p-chart for attributes, even though the underlying population distribution is 
binomial, parameters are estimated based on the normal distribution approximation by applying the 
central limit theorem [14]. The central limit theorem states that when all samples are of equal size, 
the distribution of a sample variable approximates a normal distribution and that the sample size 
grows regardless of the population's actual distribution shape [15]. 

However, should the data be contaminated by extreme observations or possible outliers that 
cause a highly skewed distribution, the p-charts may not be reliable for detecting special causes of 
variations. It is further assumed that the p-mean is constant over time [14]. In real-life applications, 
this assumption is not always valid but is noticeable when the subgroup sizes are large and vary. 
Because the overdispersion problem leads to a very sensitive chart, most points fall outside the 
control limits where there are more variations than expected from the theoretical limits [14,16,17]. 
The solution practiced in some industries is to treat the observations in the individual X-chart as 
variables [14]. However, there is an assertion that if the dispersion is measurable, why do we need 
to estimate the value? [18,19]. In the individual X-chart for this attributed data, the data is treated as 
continuous variables where control limits and sigma (estimated from range, sigma-r) are computed 
as follows [14,18,20]: 
 
	𝑈𝐶𝐿! = �̅� + 𝑘𝜎!           (1) 

 
𝐶𝐿! 			= 	 �̅�            (2) 

 
𝐿𝐶𝐿! = �̅� −		𝑘𝜎!	           (3) 
 
𝑅" 					= |𝑝" − 𝑝"#$	|, 𝑖 = 2,3, . . . 𝑚         (4) 
 
𝑅4 						= $

%#$
∗ ∑ 𝑅"%

"&'            (5) 
 

𝜎! =		
()

$.$'+
            (6) 

 
Where; 
 i  : number of subgroups (1,2,3….m)  
p  : defective proportion (p), which is percent of defective over-inspected quantities 
�̅�	(or p-mean)  : mean or average defective proportion (p), taken across subgroups  
𝜎!(or sigma-r)  : estimated standard deviation of the sampling distribution 
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𝑅"   : range between sample subgroups i 
𝑅4  : average range 
m   : total number of subgroups 
 

k is the multiplier of sigma (typically is 3) and 1.128 is the value of d2 (d2 is a control chart constant 
with subgroup size, n = 2 for ranges of two adjacent values). The criticism of this method is, it does 
not account for varying subgroup sizes and is only suitable if the subgroup size is constant [14,21].  

Laney proposed an improved control chart for attributes (p’-chart) to cater for varying subgroup 
size concerns. In the Laney p’-chart, each p value is converted to a z-score (the number of sample 
standard deviations between that point and the overall mean), as given in the formula below. 
 
𝑍" =

(!!#	!̅)
0"!

            (7) 

 
Where; 
 Z  : z-scores after transformation 
𝜎!!   : standard deviation of the sampling distribution 
 
Then, the numbers of z-scores are plotted in an individual’s chart with a mean equal to zero as 

the centre line of the chart. Laney justified that the theoretical mean of z-scores is zero and the 
standard deviation of z is “assumed to be unity”, so the control limits can be set at +3 and -3 [14]. 
This results in flat control limits as follows: 
 
𝑈𝐶𝐿 = +3            (8) 
 
𝐶𝐿 = 0            (9) 

 
𝐿𝐶𝐿	 = 	−3                       (10) 

 
However, the assumption of “unit variance” is not valid because it relies only on the within-

subgroup variation, although batch-to-batch variation is present [14]. Since batch-to-batch variation 
can be measured using range, Laney combined the z-chart with the individual X-chart concept to 
calculate the sigma-z using range, R, and average range, 𝑅4	, of z-scores as described in the Eq. (11) 
and Eq. (12) below [14]. 

 
𝑅" = |𝑧" − 𝑧"#$|, 𝑖 = 2,3, . . . 𝑚                    (11) 
 
𝑅4 = $

%#$
∗ ∑ 𝑅"%

"&'                       (12) 
 
The sigma-z is estimated by using the Eq. (13) below. 

 
𝜎1 =		

()

$.$'+
                       (13) 

 
Transform the z back into the meaningful units of the p using the below Eq. (14). 

 
𝑝" =	 �̅� + 𝜎1	𝑍"                       (14) 
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The sigma of transformed p (sigma-p’) can be calculated using Eq. (15). 
 
𝜎!2 	= 	𝜎!2 ∗ 𝜎1	                      (15) 

 
The p’-chart control limits can be obtained by Eq. (16) to Eq. (18).  

 
𝑈𝐶𝐿 = 	 �̅� + 𝑘𝜎!2                       (16) 
 
𝐶𝐿 = �̅�                       (17) 

 
𝐿𝐶𝐿	 = 	 �̅� − 𝑘𝜎!2                             (18) 

 
Laney suggested that the p’-chart should be adopted universally as the new standard for plotting 

attribute data to replace the p-chart. Mohammad et al., confirmed that the p’-chart is the best way 
to deal with attribute data with large and varied subgroup sizes. However, the p’-chart could not 
detect outliers in small samples [22,23].  

Most previous studies solely focused on attribute sampling rather than a 100% inspection. In 
attribute sampling, the number of defects or defective items is determined from a sample, subgroup 
batch, or lot inspected, and it is only a part of the total manufactured items. Based on the number of 
defects or defectives, a decision will be made on the entire lot to form a probability statement. In 
100% inspection, on the other hand, the probability statement does not exist because the inspection 
result is a fact. Consider two scenarios below: scenario 1 represents attribute sampling inspection, 
and scenario 2 represents 100% attribute inspection. 

 
i. Scenario 1: “In one production batch or lot, the total quantity in a lot is 1000 items. One 

hundred items were sampled for inspection and five items were found defective. The 
proportion of defective items or defective rate is 5/100, equivalent to 5%. The use of 
binomial distribution is appropriate because there are chances that the actual defective 
rate in a lot is not 5%”. 

ii. Scenario 2: “In one production batch or lot, the total quantity in a lot is 1000 items. 100% 
or all the items are inspected and from the inspection, five items are found defective. The 
proportion of defective items or defective rate is 5/1000, equivalent to 0.5%”. 

 
Attribute control charts that include the widely used p-charts [24], and recently the p’-chart to 

monitor defective rates as applied in scenario 1. In scenario 2, the most appropriate control chart is 
a run chart (treat one lot or one subgroup as one data point). In both scenarios, a question may arise 
on how to calculate the control limit for the run chart when there are outliers resulting in highly 
skewed data. We would like to address this issue by proposing robust statistics. 
 
2.2 Robust Statistics 

 
In most real datasets, some data may behave differently than most of the data owing to 

extraordinary events also known as outliers [25]. In manufacturing settings, these extraordinary 
events can be caused by machines or process breakdowns. It is estimated that between 5% and 10% 
of the total observations will be outliers [26]. The presence of outliers in a dataset would violate the 
normality assumption, rendering traditional statistical methods inappropriate for data analysis. A 
robust statistical approach is often used when the underlying normality assumption is violated [27]. 
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Robust statistics are defined as having robustness or insensitivity to small deviations. These are 
primarily distributional robustness from the impact of skewed distribution [28]. Some examples of 
robust statistics in measures of locations (centre line) are median and robust mean M-estimates as 
alternatives to mean. The other examples of robust parameters for dispersion (sigma) are 
interquartile range (IQR), median absolute deviation (MAD), and robust standard deviation M-
estimates as alternatives to standard deviation or range [28-32]. Below is the formula for the 
mentioned robust statistics [28,29,33] 

 
Estimation for locations (centre line); 
Median,  

MD = {|%3$
'

|}th                               (19) 
 
Robust mean M-estimates (Huber), 

 
𝜃%;  = min

4
∑ rho(𝑝" , t)%
"&$ ,  where rho(𝑝",t) is an arbitrary function                  (20) 

 
Estimation for dispersion (sigma); 
Interquartile range,  

 
IQR =		{| 5	(%3$)

6
|}th	 −	{| 	(%3$)

6
|}th                                        (21) 

 
Median-absolute-deviation,  
MAD  = Median {|𝑝" − 	MD|}, where MD is the median of 𝑝"                        

(22) 
Robust standard deviation M-estimates (Huber), 

 
 𝜎%I  =	Q(𝜃, 𝜎) 	= ∑ [rho(7!

0
) 	+	a]	𝜎, 𝑎 > 08

"&$                           (23) 
 
For details in computing Huber M-estimates for location, 𝜃%;  and dispersion, 𝜎%I  refer to Huber 

or Chen [34]. 
The advantage of using median, IQR, and MAD is that the calculation is simple and 

straightforward. Whereby, the calculation of robust mean M-estimates involves multiple iterations 
and requires statistical software assistance to perform the task. 

Abu-Shawiesh proposed a robust control chart based on MAD as a robust scale estimator for 
process dispersion. The MAD's major characteristics are that it has a maximum 50% breakdown point 
that is twice as large as the IQR and is suitable for heavy-tailed distributions [27]. On the other hand, 
Schoonhoven and Does study alternative standard deviation estimators that are used as a basis to 
determine the X-bar control chart limit [35]. They proposed a robust mean control chart by 
constructing a phase 1 control chart derived from the trimmed mean of the sample IQR using variable 
data. Mehmood et al., proposed skewed correction-based for various location control charts (i.e., 
median and Hodges-Lehmann) to monitor process characteristics with unknown probability [36]. 
Their study also found that various dispersion estimators (i.e., IQR and Gini mean difference) have 
high influences on the control charts [36]. 

Up until this section, we have reviewed the traditional SPC chart and deemed it not suitable for 
the highly skewed distribution data that is influenced by outliers, and robust statistics suggest 
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promising results to overcome this issue. The next question is, how do we assess which robust control 
chart should be used for implementation? 

In literature, the performance measure of control chart techniques is usually evaluated by the 
Average Run Length (ARL) [37,38].  ARL is defined as the average number of subgroups before an out-
of-control (OOC) condition is identified on the control chart. However, this criterion is not suitable to 
be used when the distribution changes [39]. Lazariv and Schmid also showed that for certain 
scenarios, such as process deterioration with change points, ARL may not be an appropriate 
performance measure [40]. 

Hence, alternative measures should be considered for such cases. In our case of the 
semiconductor manufacturing process, we propose the use of an “out-of-control” rate (OOC) as the 
performance measure to help decision-makers choose the appropriate control charts for their 
application. This is because, when the control chart triggers OOC, the production lot normally needs 
to be held while pending investigation. Decision makers are primarily concerned with the potential 
number of OOCs because, to perform an investigation, they need to allocate resources such as 
engineering time, manpower, and machines for verification. As such, high OOC will lower down the 
productivity. Thus, the OOC rate should be calculated using phase 1 data to address such concerns 
and monitored in phase 2 when process deterioration may occur. 
 
3. Methodology  
3.1 Case Study Scenario 

 
In this research, a case study from one of the semiconductor companies in Malaysia, Dominant 

Opto Technologies Sdn. Bhd., is presented. The company manufactures light-emitting diode (LED) 
products, and one of the products is coded as Product X. The product is processed in batches (also 
known as production lots) throughout all manufacturing processes in the company. Then, the product 
was subjected in batches to an automated visual inspection process. 

The typical manufacturing input and output chain for Product X at assembly is shown in Figure 1, 
where the raw materials are subjected to the die-attached process (1), wire-attached process (2), 
and automated visual inspection (AVI) process (3) in sequence for all items in all production lots. In 
this case, process deterioration detected at the automated inspection process can be attributed to 
the die or wire attach process. Before the AVI machines are released for production, measurement 
system analysis (MSA) for attributes is done in accordance with the AIAG reference manual [41] to 
ensure the machines are able to detect and segregate defective items from good items. 
 

 
Fig. 1. Manufacturing processing line input and output chain 
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The AVI process inspects 100% of the product in batches. After each production lot completes 
the inspection process, the inspection data consists of the production lot ID, inspection date and 
time, quantity inspected, and number of defectives detected, which are automatically sent into the 
company IT database. 

The Western Electric Handbook (1956) suggests four rules to indicate the presence of special 
causes in the SPC chart as below. 

 
i. Rule 1: Any single data point that falls outside +3 sigma limit from the CL (i.e., any point 

that falls outside Zone A). 
ii. Rule 2: Two out of three consecutive points fall beyond +2 sigma (i.e., beyond Zone A). 

iii. Rule 3: Four out of five consecutive points fall beyond the +1 sigma (i.e., beyond Zone B). 
iv. Rule 4: Eight consecutive points fall on the same side of the centerline (i.e., beyond Zone 

C). 
 
However, in the case of this study, only Rule 1 (beyond limit rule) is applied to detect outliers or 

special-caused variations. Other rules are not applied in the SPC chart owing to the possibility that 
the AVI process contributes to the complex variations in the system. This is because there are three 
different processes that involve  

 
i. die-attached machines 

ii. wire-attached machines  
iii. AVI machines 

 
Complex and large variations could create more outliers in this case [41]; adding extra control 

chart rules like “four out of five points in Zone B or beyond”, could not possibly contribute to the 
‘real’ early signs of OOC because the control limits derived from the process data could potentially 
include many outliers. 

The decision-makers are interested in knowing if the p-chart is still suitable. If not, what are the 
best alternative control charts to signal early process deterioration for process quality improvement? 
Considering the presence of outliers in phase 1 and the likelihood presence of more outliers in the 
preceding manufacturing stage (phase 2).  

Typically, Average Run Length (ARL) is used to measure the performance of control charts; 
however, it is not used in this study because it is not applicable for the process change-point problem 
or process deterioration, as in the case of this study. Therefore, the performance of any control chart 
designs derived from different robust statistics proposed in this study will be assessed based on the 
OOC rates captured by the respective control limits. 
 
3.2 Research Conceptual Framework 

 
From the case study scenario, we attempt to establish a robust control charting technique as the 

SPC tool in the semiconductor process to detect any special-cause variations occurrence. Thus, the 
aims of this study are:  

 
i. to review the suitability of the current control p-chart as a defective monitoring tool. 

ii. to apply the three robust estimation techniques to the current control chart design.  
iii. to explore the decision-making implications of robust estimation techniques on current 

control charts. 
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To review the suitability of current control chart applications, the distribution and summary 
statistics of the phase 1 data set are determined, and the total defective proportion (p) is verified to 
derive the upper control limits (UCL) and the respective OOC conditions for three different control 
limits derived from three robust methods (using Rule 1: beyond limit rule) shown by Eq. (24) to Eq. 
(27) below: 

 
Let,  

UCL  = measure of location + k*measure of dispersion                                 (24) 
 
with k set to 3 (typical number of sigma multiplier). 

Then, 
 

Robust method 1: (XMD-IQR) UCL1 = pMD + 3*IQR         (25) 
    
Robust method 2: (XMD-MAD)  UCL2 = pMD + 3*MAD         (26) 
    
Robust method 3: (Huber M-estimate) UCL3 = pRobustMean + 3*RobustStd         (27) 

 
Here, the performance of control limits is compared in terms of OOC rate as an implication 

towards decision makers consideration. OOC rate is defined as Eq. (28) below: 
 

OOC. Rate = 	 9:%;<7	=>	??@
9:%;<7	=>	A=4B,			%

	                     (28) 

 
 All OCC lots held are to be investigated to identify the root cause at the die or wire-attached 

process. No outliers have been removed to verify whether the calculated limits are robust based on 
actual production performance.  
 
3.3 Data Collection and Procedure 

 
Typically, in semiconductor manufacturing companies, one- or three-month data is used to setup 

control charts. In this case, two sets of AVI data for Product X are retrieved from the company IT 
database. One-month data is used to calculate the control limit (phase 1), and two months data is 
used to monitor the performance of the control limit (phase 2). Thus, the data used in this study is 
secondary data. The production lot size varies from lot to lot. Since 100% of the items in the 
production lot were inspected, each lot is one data point for defective proportion.  

The company setup the p-chart using JMP Version 15 software and used phase 1 data to calculate 
the control limits. The p-chart captures the total defective proportion in the production lot (in 
percentage, %), with k set to 3 (the typical number of sigma multiplier) for the control limit 
computation. The chart is arranged in increased date order for trend monitoring at the AVI process 
and used as a tool to provide feedback on process deterioration to root-cause processes.  

Using the similar data set in the case study scenario, we use JMP Version 15 software by SAS to 
generate the summary statistics such as mean, standard deviation, median, IQR, MAD, Huber M-
estimates for location, and dispersion (robust mean and robust standard deviation). The JMP 
distribution platform uses ROBUSTREG procedure by SAS to compute the Huber M-estimates (robust 
mean and robust standard deviation) [34].  

JMP hardcodes the default scale parameter, d for Huber-estimate, as 2.5 and the tuning constant 
for the weight function, c, as 1.345 [43]. Then, the UCL was calculated based on Eq. (25) for median 
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and IQR (XMD-IQR), Eq. (26) for median and MAD (XMD-MAD), and Eq. (27) for Huber M-estimate by 
using Microsoft Excel 365. Afterwards, we calculate the OOC rate for phase 1 and phase 2 for all 
methods. 

Figure 2 shows the data collection procedure flowchart for this case study research. 
 

 
Fig. 2. Data collection procedure flowchart 

 
Table 1 shows the summary of data collection for phase 1 and phase 2. The collected data from 

Lot 1 until Lot 115 and Lot 116 until Lot 825 are labelled as phase 1 and phase 2 data respectively. 
 

Table 1 
Summary of manufacturing attributes data of Product X 

Location Automated Inspection Process 
Type Phase 1 Phase 2 
Period 5th Oct 2022 to 5th Nov 2022 5th Nov 2022 to 19th Dec 2022 
Lot No. / Lot ID Lot 1 – Lot 115 Lot 116 – Lot 825 
Number of lots, m 115 710 
Total inspected quantity (in count per lot, N) Varies between 1,199 to 12,721 Varies between 1,598 to 12, 114 
Total defectives quantity (in count per lot, D) Varies between 19 to 1,207 Varies between 25 to 6,047 

  
4. Results and Analysis 

 
The summary of statistics and control limits calculated in phase 1 is shown in Table 2. The lower 

control limit (LCL) set in this control chart is zero because the proportion of defectives cannot be less 
than zero. The out-of-control (OOC) rule used in this p-chart is one point beyond the 3-sigma limit. 
Each lot that fails the p-chart upper control limit (57.21%) will be held for the process engineer to 
determine the cause of failure either at die-attached or wire-attached process.  
 

Table 2  
Summary of statistics for Product X (Phase 1) 

Statistics Values 
Std Dev, σ�̂� 0.1796 (17.96%) 
Mean, �̅� 0.0334 (3.34%) 
𝑈𝐶𝐿�̅�  0.5721 (57.21%) 
𝐿𝐶𝐿�̅�   0.00 (0.00%) 
Number of lots, m (Phase 1) 115 
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Figure 3(a) shows that the distribution is highly skewed to the right. indicating the presence of 
outliers in the dataset. This is reasonable in the manufacturing industry because the ideal defective 
rate is always zero. Whereas Figure 3(b) depicts the SPC chart during phase 1.  

 

 
(a) 

 
(b) 

Fig. 3. Distribution of phase 1 attribute data (a) and SPC chart with phase 1 control limit (b) 
 
In this three-zone control chart [44,45], Zone C (in green area) indicates +1 sigma from CL; Zone 

B indicates +2 sigma from CL; and Zone A indicates +3 sigma from CL. So, the UCL when k sigma set 
to 3 is 57.21% (red line, beyond Zone A). The line that separates Zone C and B is 21.30% (+1 sigma 
from CL), while the line that separates Zone B and A is 39.25% (+2 sigma from CL). The OOC point is 
marked “1” in the SPC chart. During phase 1, no OOC should be detected with the control limits 
derived from the data set. Note that “total defective proportion” and “total reject %” are used 
interchangeably in the SPC chart.  

Figure 4(a) shows the overall distribution of phase 1 and phase 2 data, and Figure 4(b) shows the 
p-chart of total defective proportion used at AVI process after the UCL is applied in phase 2.   

 

 
(a) 

 
(b) 

Fig. 4. Distribution of phase 1 and phase 2 attribute data (a) and SPC chart with phase 1 and phase 2 
attribute data with zoom-in chart on November 30, 2022 (b) 

 
From Figure 4, although major process deteriorations started to occur in the afternoon on 

November 30, 2022, where many points are observed in the +2-sigma zone (Zone B; refer to the 
zoomed-in diagram in Figure 4(b)), the OOC condition is only deemed to occur when the proportion 
hits above 57.21%, which is the UCL. Phase 1 depicted the condition of “stable process” as there are 
no OOC signals. This indicates there is no incentive or motivation for the process engineers to further 
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improve the process quality. However, OOC are likely due to the potential occurrence of non-
normality in the semiconductor manufacturing data distribution [46].  

Table 3 shows the summary statistics used to calculate the UCL and its OOC rate for phase 1 and 
phase 2 data using different methods. Method 1 (UCL sigma-p) is used as the baseline. The p-chart 
puts UCL at 57.21%. The percentage of OOC is only 0.14% in phase 2 (only 1 lot over 710 lots) and 
zero in phase 1. On the other hand, the UCL for the robust techniques is 8.29% (Huber M-estimate 
method), 6.31% (XMD-IQR method), and 3.61% (XMD-MAD method). The difference in UCL between 
robust methods is only 4.68%; however, the OOC rate ranges from 9.56% (11 lots over 115 lots) to 
21.74% (25 lots over 115 lots) in phase 1. More triggering happens in phase 2, where the OOC rate 
ranges from 13.10% (93 lots over 710 lots) to 47.26% (337 lots over 710 lots) since process 
deterioration is observed. These OOC rate differences indicate the opportunity for the engineers to 
take early corrective action in phase 1 to avoid further process deterioration in phase 2.  

 
Table 3  
Summary statistics to calculate UCL and its OOC for different methods 

    Phase 1: 115 lots Phase 2: 710 lots 
Method Location of p Dispersion 

(Sigma) 
UCL Count of 

OOC 
Percentage of 
OOC 

Count of 
OOC 

Percentage of 
OOC 

p-chart  Mean: 3.33% 17.96% 57.21% 0 0.00% 1 0.14% 
XMD-IQR Median: 

1.58% 1.57% 6.31% 14 12.17% 157 22.11% 

XMD-MAD Median: 
1.58% 0.68% 3.61% 25 21.74% 337 47.46% 

Huber M-
estimate 

Robust Mean: 
2.43% 1.95% 8.29% 11 9.56% 93 13.10% 

 
Figure 5 visualizes the UCL and OOC locations of different robust methods and p-chart with 

respect to each production lot in the SPC chart. From Figure 5, we observed that robust statistic 
control charts are more effective in detecting outliers and special-caused variations (the count of 
outliers and special-caused variations can be referred to as the OOC in Table 3), particularly when 
there are change-point or process deterioration problems.  
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Fig. 5. Upper control limit using various methods in control charts 

 
To select the best robust method for the SPC chart in this case, we compare the OOC rate 

between phase 1 and phase 2. Figure 6 presents the results, where XMD-MAD has the highest OOC 
rate.  
 

 
Fig. 6. OOC rate (in percentage) between phases 

 
5. Discussion 

 
In the previous section, we observed that the p-chart control limits are not robust against the 

presence of outliers, as shown by the highly skewed distribution. It has hampered early signals of 
process deterioration. Too wide control limits imply no special causes of variation in the process, 
whereas outliers are known as the cause of special or assignable process variations. Theoretically, p-
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chart control limits are unreliable when dealing with highly skewed data because they are based on 
the binomial distribution assumption [47]. However, we found evidence that robust statistics can 
increase the performance of attribute control charts, i.e., the p-charts.  

We also opined that if the outliers in phase 1 are detected as OOC, special causes of variation can 
be investigated early to identify the root cause at the die or wire-attached process and prevent 
further process deterioration. As highlighted by Walfish and Durivage, in the actual manufacturing 
processes, any potential outliers should be recorded for future evaluation when more data is 
available [42,48]. 

In real-life practice, decisions on the control chart limits should be made during phase 1. The 
information on different OOC rates observed during phase 1 could better assist in preparing for any 
occurrences of OOC signalled by the control limits set for phase 2 operation. In our case, all the 
proposed robust methods, Method 1 – 3 have proven their capability to produce early signals of 
process deterioration. Our findings reveal Method 2 (XMD-MAD) has the tightest control limit at 
3.61%, which captures the 21.74% OOC rate in phase 1. The chart is also able to detect more shifts 
of defective proportions during phase 2 (47.46%). As such, Method 2 also has a higher OOC rate 
compared to Method 1 (XMD-IQR) by 44% to 53% (about 50%). This could be due to MAD breakdown 
points being 50%, twice as much as the IQR. The effectiveness of control chart designs with a MAD-
robust approach was also proven by Raji et al., [49]. However, several decision-makers do not favour 
this because it is too stringent. For this study, we assessed the presence of outliers using Mathieu 
(2021) and actual datasets, and we found 5% and 10% outliers, as demonstrated in Method 3 (Huber 
M-estimates), which indicates a 9.56% OOC rate in phase 1. 

This study enlightens the practical aspects of process quality improvement in real-life 
manufacturing setups.  Despite stimulating findings revealed by this research study, to improve the 
quality of the manufacturing process, the decision-makers or practitioners need to balance out the 
number of resources (such as labour and machine capacity) allocated to investigate any occurrence 
of OOC. Similar to the number of OOC triggers. In Method 3, we observed that the increase in the 
OOC rate in phase 2 (at 13.1%) is less than 5% higher than in phase 1 (at 9.56%). It could be that the 
same number of resources allocated during phase 1 would be sufficient to deal with the increase. 
Because of the trade-offs between quality improvement based on OOC rate and productivity, in this 
study, the decision-makers should review the chart in Figure 5 and the OOC rate in Figure 6. 
Depending on special-caused variations, the Huber M-estimates approach can be the best alternative 
method compared to the others.  

Unlike other studies that utilized simulated data, we significantly demonstrate that robust 
statistics promote effective p-charts when applied to actual semiconductor manufacturing process 
data. The technique also delivers early signals of process deterioration. We also provide practical 
recommendations for decision-makers to choose the best estimator and the consequences of each 
robust strategy. 
 
6. Conclusions 

 
The findings of this case study add to the empirical literature on p-charts. There are claims that 

p-charts are not robust to the presence of outliers and highly skewed data, preventing early detection 
of special causes of variation. This present study proposes robust control charts, which are more 
effective in detecting process deterioration. In this case, the OOC rate is utilized as the new control 
chart performance measure. But to select the best control chart for production floor usage, decision-
makers must also review the OOC rate versus the potential impact on productivity. This study 
provides insights and guidance for professionals and researchers working in the SPC field and 
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semiconductor manufacturing to set up appropriate attribute control charts for defective 
proportions. However, this has its limitations. 

This case study only applies to a specific semiconductor manufacturing process currently 
employing 100% inspection using AVI machines. To address these limitations, we suggest future 
researchers investigate the effectiveness of other statistical process control methods in detecting 
process deterioration in the context of different industries or with various types of data. Moreover, 
our model is limited to a typical k-sigma multiplier of 3, to calculate the control limits. Although the 
technique is common in practice, we are concerned if this limitation would hinder the industrial 
practitioner from using other sigma multipliers; like 1 or 2, or even 4 or 6, to control their process. 
The 3-sigma multiplier was proposed by Shewhart in the 1920s for economic reasons. But, as Woodall 
and Faltin argued, what was economical in the 1920s may not be economical in the 21st century [50].  

Since the original SPC theory dates to the 1920s in the era of Industry 2.0 [51], more studies are 
needed to investigate the modern way we can determine control limits. As the semiconductor 
manufacturing industry moves into Industry 4.0, the data involved can become far too complex for 
typical statistical process monitoring tools to handle [51].  One of the main roles of applied statistics 
is to advise the decision-makers on how to refine their decisions in the face of uncertainty [52]. This 
case study could assist decision-makers in developing a robust SPC framework for their organization. 
The development of framework can help organizations be more resilient in the presence of a 
technological revolution [53]. Future studies should also benchmark the cognitive skills related to 
brain-based abilities (i.e., information processing, knowledge acquisition and reasoning) [54] with 
artificial intuition for automated decision-making methods [55]. This is essential for the innovation 
of adaptable, reliable artificial intelligence quality monitoring systems that can withstand various 
Industry 4.0 decision-making challenges including new process development with limited data.  
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