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Gaussian Process Regression (GPR) is a nonparametric machine learning model that 
provides uncertainty quantification in making predictions. GPR utilizes several 
covariance functions (CFs) in the process of developing models to ensure high accuracy. 
There are five common CFs in GPR, which are the Radial Basis Function (RBF), Rational 
Quadratic (RQ), Periodic (Per), Matérn 3/2 (Mat 3/2), and Matérn 5/2 (Mat 5/2), where 
each covariance function (CF) has different characteristics and behaviors. This paper is 
to investigate the comparative performances of each CF when applied to the Global 
Wheat Prices dataset. Error metric measurement like Mean Square Error (MSE) and 
Root Mean Square Error (RMSE), while Coefficient of Variation (CV) for uncertainty 
quantification measurement is computed for each CF, and comparisons was made 
among the CFs to conclude the best CF for this application. The lowest values among 
them will be the best CF for the data. It should be noted that the CV for each model 
should be less than 5%, and the CF with the smallest value of CV is considered reliable. 
The five CFs were fit to the Global Wheat Prices dataset, and it was found that the Mat 
3/2 produced the best performances with the lowest values of MSE, RMSE, and CV. Mat 
3/2 is the most efficient CF for making predictions since it gives the lowest value of error 
metric measurement and the lowest value of CV under 5% among the other CFs, making 
it more reliable for modeling. Overall, the outcome shows that Mat 3/2 is the best CF 
to be used in developing a GPR model to predict Global Wheat Prices dataset. 
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1. Introduction 
 

Wheat is one of the earliest cereal grasses that can be consumed by humans and is a part of the 
Triticum (Poaceae) genus [1,2]. There are six classes of wheat, including hard red winter, hard red 
spring, soft red winter, hard white, soft white, and durum, each with its own traits and qualities [3]. 
The unique properties and characteristics of each variety of wheat result in a variety of products, 
including bread, pasta, and noodles, among others [3]. Each of these categories has a unique 
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nutritional profile, including carbohydrate, hydration, protein, calories, sugar, and fiber content [4]. 
All these nutrients are essential for maintaining human health. This has made wheat a primary food 
in most of the world's nations, including China, Russia, the United States, India, and others [5]. 

Nonetheless, fluctuations in the global wheat price have a significant effect on the inhabitants of 
these nations [6]. According to a study conducted using basic statistics, which is a correlation analysis 
based on price data statistics from international and Hungarian banks, oil prices, population growth, 
and land destruction are factors that influence the fluctuations in wheat prices and output [7]. 
Another study that compared the change in global market prices for the five major wheat exporting 
countries in the world, namely the United States, the European Union, Canada, Australia, and the 
Former Soviet Union (FSU), from 1980 to 2013, discovered that climate, oil prices, and previous 
market prices all played a role in wheat price changes but differed by country [8]. Econometric 
analysis utilizing the Error Correction Model discovered that some events, such as COVID-19 and the 
Russo-Ukrainian conflict, caused a double increase in the world wheat price and increased volatility 
for both periods [9]. However, according to the Global Market Analysis published by the Foreign 
Agricultural Service of the United States Department of Agriculture (USDA), countries such as Nigeria 
and Indonesia will increase their wheat consumption in 2023–2024 because of the decline in wheat 
prices during the first few months of 2023 [10]. 

This demonstrates that the market price of wheat is not fixed and frequently fluctuates based on 
the circumstances of each period. Indeed, the volatile price fluctuations of wheat cause trends and 
data patterns to become nonlinear, fluctuating, and dynamic. Non-linear data patterns with 
unpredictable fluctuations make it difficult to perform predictive analysis on the data. There are 
several model algorithms that are usually used to perform predictions on time series data that are 
nonlinear, fluctuating, and dynamic, comprised of statistics models, machine learning models, and 
deep learning models. The statistical model commonly used in the data series is Autoregressive 
Integrated Moving Average (ARIMA), while the machine learning model consists of Random Forest, 
Adaboost, and Gradient Boost [11]. Deep learning models are a subset of machine learning that can 
be used to predict time series data consisting of Artificial Neural Networks (ANN), Convolutional 
Neural Networks (CNN), Multilayer Perceptron (MLP) networks, and Long Short-Term Memory 
(LSTM) networks [12-16].  

However, this study employs Gaussian Process Regression (GPR), a versatile nonparametric 
machine learning method capable of making predictions on both linear and nonlinear data due to its 
ability to operate with a variety of covariance functions. This study evaluates the performance of five 
general covariance functions (CFs) on Global Wheat Price dataset, including the Radial Basis Function 
(RBF), Rational Quadratic (RQ), Periodic (Per), Matérn 3/2 (Mat 3/2), and Matérn 5/2 (Mat 5/2), with 
a concentration on prediction by interpolation. 
 
2. Literature on Gaussian Process Regression 

The two main subcategories of Gaussian Process (GP) models are regression and classification 
[17]. Both models are built using the Bayesian probabilistic method. However, this study primarily 
focuses on GPR, a sort of regression that can handle continuous and numerical data for time series 
data. Numerous industries use GPR extensively. Particularly in agriculture, GPR is used to anticipate 
winter wheat yields on a field scale using multi-spatial-type data captured by Unmanned Aerial 
Vehicles (UAV) [18]. The interpolated GPR approach has also been utilized in controlling air quality 
(AQ) for fine details in order to reduce air pollution in Beijing, China, and London, UK, using open data 
[19]. Additionally, in the sphere of sports, GPR has been applied to predict non-linear data with a 
periodic nature for the Falun Nordic World Ski Championships 2015 data [20]. The investigation of 
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predicting the determination of proteins and small molecules with uncertainty quantification shows 
that GPR is useful in the pharmaceutical industry [21]. 

Next, GPR has had a significant impact on energy sustainability, with research being performed 
specifically for power system design optimization utilizing GPR based on Multi-Objective Bayesian 
Optimization (GPR-MOBO) [22]. Meanwhile, work on increasing the performance of GPR and 
Gradient Descent (GD) utilizing the inversion approach has been done to reduce computing time by 
implementing predictions on hydrocarbon depth in Seabed logging (SBL) [23]. Additionally, research 
comparing the RBF, RQ, Mat 3/2, and Mat 5/2 covariance functions from GPR has been conducted 
on NASA's lithium-ion battery data to forecast battery health issues [24]. Finally, in the chemical 
sector, Reduced GPR (RGPR) based on the Generalized Likelihood Ratio Test (GLRT) has been 
developed and employed as a flaw detector, and it has been used in simulation of the Tennessee 
Eastman process [25]. 
 
3. Literature Research on Global Wheat Prices 

There is a study that has been carried out in early 2023 using global wheat price data from the 
same source as this study, which is FRED, but differs in terms of the study's goal. The study focuses 
on the relationship between the global market prices of four agricultural commodities, which are 
wheat, corn, barley, and sunflower oil, and the Russo-Ukrainian conflict, which involves food security 
issues around the world [26]. The methods they have used to study the relationship between all the 
variables are the VAR impulse response function, variance decomposition, Granger causality test, and 
vector error correction. An additional purpose has also been implemented in the same research 
paper by implementing 10-month-ahead forecasting using vector autoregressive (VAR) and vector 
error correction (VECM) for all four agricultural commodities [26]. Another study on the price of 
wheat has also been carried out, but the price study is specific to a district in Pakistan, namely 
Faisalabad, Gujaranwala, and Multan, by implementing forecasting using Bagging Tree, GPR, Auto-
regressive Integrated Moving Average (ARIMA), and advanced neural network architecture Long 
Short-Term Memory (LSTM) networks [27]. A wheat price forecasting study specific to India has also 
been carried out to forecast the future price of wheat in India using an autoregressive moving average 
(ARMA) and an artificial neural network (ANN) [28]. Finally, a study using stock market price of wheat 
data specific to the country of Bangladesh, which is not the historical price of global wheat, has also 
been carried out to study the efficiency of prediction using Support Vector Regression (SVR), Random 
Forest (RF), Bagging (BG), AdaBoost (AB), Gradient Boosting (GB), LightGBM (LGB), and XGBoost 
(XGB) [29]. 
 
4. Methodology 
 

This section contains five sub-sections consisting of Gaussian Process Regression, Covariance 
Functions, Hyperparameter Adaptation, Model Validation, and Data Acquisition and Computational 
Software. This section begins by systematically stating and explaining the equations used in GPR, 
followed by the CFs of GPR and the hyperparameter adaptation for CFs. The next sub-section 
discusses model validation, which is used to validate the model. Finally, the fifth sub-section 
describes the data acquisition from official sources and the software used to perform GPR on the 
dataset. 
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4.1 Gaussian Process Regression 
 

Conventionally, a GPR specifies a distribution over functions by acquiring the mean and CFs of the 
realization of the GPR at 𝑥 ∈ 𝑅!, denoted by 𝑓(𝑥), where 𝑚(𝑥) and 𝑘(𝑥, 𝑥") in Equation (1) are the 
Mean Function (MF) and Covariance Function (CF), respectively [17]. 
 
𝑓(𝑥)~𝐺𝑃(𝑚(𝑥), 𝑘(𝑥, 𝑥!),            (1) 
 

This study implements the GPR with the presence of noise observation in Equation (2) where 𝜖 is 
the Gaussian noise parameterized by 𝜎#$ which are the variance values where it is very important in 
influencing the computation on hyperparameter adaptation for the efficiency in prediction and 
optimizing the hyperparameter for each CF. 

 
𝑦 = 𝑓(𝑥) + 	𝜖, 𝜖~𝑁(0, 𝜎"#)            (2) 
 

In this case, the prior observation is like Equation (3), and the joint distribution of the observation 
at the test location under prior as Equation (4), 
 
𝐾	$(𝑋, 𝑋) = 𝐾%(𝑋, 𝑋) +	𝜎"#𝐼            (3) 
 

8
𝑦
𝑓∗9 ~𝑁:	0, ;

𝐾%(𝑋, 𝑋) +	𝜎"#𝐼 𝐾%(𝑋, 𝑋∗)
𝐾%(𝑋∗, 𝑋) 𝐾%(𝑋∗, 𝑋∗)

<=          (4) 

 
where 𝐾%	(𝑋, 𝑋) is the covariance matrix for noisy target of 𝑦 while 𝐾&	(𝑋, 𝑋) is covariance matrix for 
noise-free latent f where 𝑋 and 𝑋∗ matrix training and testing input, respectively. Training data’s 
mean is used in this study as Equation (5) which 𝑚(𝑋∗) and is added in equation and the covariance 
function for the predictive distribution as Equation (6). Both equations are in the presence of noise 
observation. 
 
𝑓(𝑋∗) = 𝑚(𝑋∗) + 𝐾%(𝑋∗, 𝑋)>𝐾%(𝑋, 𝑋) +	𝜎"#𝐼?

'((𝑓 − 𝑚(𝑋))        (5) 
 
𝐶𝑜𝑣(𝑓(𝑋∗), = 𝐾%(𝑋∗, 𝑋∗) − 𝐾%(𝑋∗, 𝑋)>𝐾%(𝑋, 𝑋) +	𝜎"#𝐼?

'(𝐾%(𝑋, 𝑋∗)       (6) 
 
4.2 Covariance Functions 
 

GPR works with the CF to make predictions on the data. All the selected CFs in this study consist 
of Square Exponential, also known as RBF, RQ, Per, Mat 3/2, and Mat 5/2. All the CFs stated use the 
Euclidean distance metric to measure similarity between data points, as in Equation (7). 
 
𝑟 = 	 ‖𝑥 −	𝑥!‖              (7) 
 

The CF also has specific hyperparameters consisting of the signal standard deviation, 𝜎& and length 
scale,  𝑙  for all CF stated. However, RQ and Per has extra hyperparameter on the equation which is 
positive value of scale-mixture parameter, 𝛼 while Per, has another extra hyperparameter which is 
periodicity, 𝑝. The equations of RBF, RQ, Per, Mat 3/2 and Mat 5/2 are expressed in Equations (8), 
(9), (10), (11), and (12). 
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𝑘%(𝑥, 𝑥!) = 	𝜎%# 𝑒𝑥𝑝 H−
)!

#*!
I            (8) 

 

𝑘%(𝑥, 𝑥!) = 	𝜎%# H−
)!

#+*!
I
'+

            (9) 
 

𝑘%(𝑥, 𝑥!) = 𝜎%#	𝑒𝑥𝑝 :−
#
*
	𝑠𝑖𝑛# 	H√-	)

/
I=

'+

        (10) 

 

𝑘%(𝑥, 𝑥!) = 	𝜎%# 	H1 +	
√-	)
*
I 	𝑒𝑥𝑝 H√-	)

*
I         (11) 

 

𝑘%(𝑥, 𝑥!) = 	𝜎%# 	H1 +	
√0	)
*
+	0	)

!

-*!
I 	𝑒𝑥𝑝 H√-	)

*
I        (12) 

 
4.3 Hyperparameter Adaptation 
 

The hyperparameter of the CF set as 𝜃&! = {	𝜎& , 𝑙, }, 𝜃&" = {	𝜎& , 𝑙, 𝛼}, and 𝜃&# = {	𝜎& , 𝑙, 𝛼, 𝑝} where 
𝜃&! is the set of the hyperparameter for RBF, Mat 3/2 and Mat 5/2 while 𝜃&", and 𝜃&#  are set of 
hyperparameter for RQ and Per, respectively. All the set of hyperparameter stated needs to be 
optimized for each CF where it located at posterior as 𝜃& by using Negative Log Marginal Likelihood 
(NLML) as shown in Equation (13) where 𝐾% =	𝐾%(𝑋, 𝑋) from Equation (3). 
 
𝑙𝑜𝑔 𝑝(𝑦P𝑋, 𝜃%, = 	−

(
#
𝑦1 	𝐾$'(𝑦 −

(
#
𝑙𝑜𝑔P𝐾$P −

"
#
𝑙𝑜𝑔 2𝜋	       (13) 

 
4.4 Model Validation 
 

All the CFs of the GPR fit to the data have been validated by using Mean Squared Error (MSE), Root 
Mean Squared Error (RMSE), and Coefficient of Variation (CV). MSE and RMSE are used to measure 
the error of the interpolation prediction, while CV is used to check and calibrate the reliability of the 
model in prediction where the model should achieve CV a less than 5%. The smallest values of MSE, 
RMSE, and CV are considered the best CFs that can implement interpolation and predict the data 
nicely. Based on the Equations (14), (15) and (16), 𝑦 is actual values, 𝑦∗ is predicted value, and 𝜇%$∗  is 
the mean predicted values. 
 
𝑀𝑆𝐸 =	 (

"
∑(𝑦 − 𝑦∗)#           (14) 

 

𝑅𝑀𝑆𝐸 =	Y(
"
∑(𝑦 − 𝑦∗)#          (15) 

 
𝐶𝑉 = 	2345

67"#
∗6
× 100%           (16) 

 
4.5 Data Acquisition and Computational Software 
 

The dataset for this study has been retrieved from FRED, the Federal Reserve Bank of St. Louis 
website, namely the Global Price of Wheat, where the main source is the International Monetary 
Fund [30]. The dataset as shown in Figure 1 is a monthly time series dataset from January 1, 1990, to 
April 1, 2023, and is not seasonally adjusted data. Price currency is U.S. dollars per metric ton. The 
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data set in Figure 1 also shows that there are changes in the trend pattern that are uncertain and 
have large fluctuations. 
 

 
Fig. 1. The plot of global wheat prices in U.S. dollars per metric ton by month every year from 1990 to 2023 

 
The data has been computed by using Gaussian Process Regression in the Scikit-Learn library on 

Python using Jupyter Notebook on a laptop with an Intel Core i3-6100 CPU at 2.30 GHz and 12 GB of 
Random-Access Memory (RAM). 
 
5. Result and Discussion 
 

The goal of this study is to assess the efficiency of the CF in performing interpolation prediction in 
order to acquire the optimal CF for GPR modeling of Global Wheat Price data. The Global Wheat Price 
data has been fitted to GPR with different CFs, which have then been assessed using the MSE, RMSE, 
and CV error measurement metrics shown in Table 1. All CFs have also had their plot graphs created, 
as seen in Figure 2. 
 

Table 1 
Result from each fitted Covariance Functions to global  
wheat prices dataset 
Covariance Function MSE RMSE CV (%) 
RBF 0.15369 0.39203 0.21551 
RQ 1.54782 1.24411 0.68357 
Per 0.15359 0.39191 0.21543 
Mat 3/2 0.11714 0.34226 0.18814 
Mat 5/2 0.13198 0.36330 0.19971 
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(a) 

 

(b) 
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(c) 
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(e) 
Fig. 2. Graph plots for each CF from GPR fitted to the global wheat prices dataset consist of 
(a) RBF, (b) RQ, (c) Per, (d) Mat 3/2, and (e) Mat 5/2 

 
Based on all the graphs plotted in Figure 2, all CFs can perform predictive interpolation for each 

data point on the studied data, which is shown in Figure 1. However, assessing based on the graph 
only is not comprehensive in concluding the best CF. In this regard, validation tests such as MSE, 
RMSE and CV play an important role in determining the accuracy and precision of performance for 
each CF. According to the value that the CV provided, all covariance functions are capable of modeling 
and are credible because all the values are less than 5%. However, Mat 3/2 recorded the lowest value 
compared to other CFs. On the other hand, it has been discovered that there is a variation in the 
predicted error for MSE and RMSE based on the numerical results that have been generated 
computationally. Ultimately, Mat3/2 has the lowest MSE and RMSE values in comparison to other 
CFs, with values of 0.11714 and 0.34226, respectively. However, RQ had the highest number in error 
for both MSE and RMSE, with 1.54782 and 1.24411, respectively. The values of MSE, RMSE, and CV% 
at RQ are the highest because there is a large and clearly visible gap at the 95% confidence interval 
for both the upper bound and the lower bound, which can be referred to in Figure 2 (b). This is very 
different compared to other CFs such as RBF, Per, Mat 3/2, and Mat 5/2, where the 95% confidence 
interval gap is not visible based on Figure 2 (a), (c), (d) and (e), respectively. The size of this large 
confidence interval causes models such as RQ to be less confident in the accuracy of predictions on 
the studied data because the distance between the predicted point and the actual point is so great. 
Ultimately, this demonstrates that Mat 3/2’s nature and features enable predictions to be made 
effectively for data of the type of global wheat price from 1st January 1990 until 1st April 2023 that 
has a dynamic trend with uncertain fluctuations. 
 
6. Conclusion 
 

This study focusses on evaluating the effectiveness performances of the CF from GPR to determine 
the optimal CF for GPR modeling by performing interpolated predictions on Global Wheat Prices 
dataset. Graph analysis alone is insufficient to assess a CF's performance. The effectiveness, 
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precision, and reliability of a CF have been assessed and compared in this study using MSE, RMSE, 
and CV to produce accurate results. Global Wheat Price dataset and each CF from GPR were 
processed using the Python programming language and Scikit-Learn module to get numerical results. 
According to the numerical results, Mat 3/2 acquired the MSE and RMSE error levels as well as the 
reliability value, which is the lowest CV within the 5% threshold when compared to other CFs. Mat 
3/2 is hence the most effective CF for interpolation prediction. In the future, investigations combining 
CFs can be used to predict different data sets with irregular trend patterns and high volatility. 
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