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ABSTRACT

Lane detection is one of the important features of smart vehicles. It is used to assist
drivers in achieving the best driving experience. Lane detection utilizes the line
detection algorithm where there are many algorithms that are available, but the most
effective algorithm is the Hough Transform because it is simple and can be applied in
both software and hardware implementations. However, studies have shown that
Hough Transform implementation of video in the software environment could result in
sub-par performance because it requires extremely high computation resources and
memory. Therefore, we propose hardware implementation of the Hough Transform
for lane detection in this work. The targeted hardware is the Field Programmable Logic
Array (FPGA) as its reconfigurable nature allows for rapid design. Hardware
implementation of video processing enables parallel data processing, which reduces
overall system latency. Furthermore, the hardware design can be optimized to reduce
the number of logics that will lead to lower power consumption. The hardware logic
was designed based on the Hough Transform equation by using the Verilog Hardware
Description Language (HDL) in Intel Quartus Prime software. After the design is
successfully completed and verified through simulation, the execution speed of the
hardware implementation is then compared with the same design in the software
environment (MATLAB). Results show that the hardware-based Hough Transform is
over 100 times faster, with less than 1% of logic resources utilized, resulting in a lower
power consumption at 146 mW.
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1. Introduction

Lane detection is a crucial component of modern autonomous driving systems, enabling
vehicles to stay within their designated lanes and navigate safely on the road [1]. To achieve this,
computer vision algorithms are employed to identify the lane markings on the road and track them
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in real-time. One popular technique used for this purpose is the Hough transform, which is a
mathematical method that can detect lines in an image or video even if they are broken or
distorted [2].

The Hough transform was first introduced by Paul Hough in 1962, and it has since been widely
used in computer vision and image processing applications [3]. The technique works by
transforming an image into a parameter space, where lines can be represented as points. By
searching for clusters of points in this parameter space, the Hough transform can identify lines in
the original image.

In lane detection, the Hough transform is used to detect the straight lines that make up the lane
markings. These lines can then be used to determine the position and orientation of the vehicle
within its lane. The Hough transform is particularly useful in this application because it can handle a
variety of lane marking types, such as solid lines, dashed lines, and even curved lines [4].

In the previous study, Kumar et al., [5] proposed effective and efficient vision-based real-time
lane markings and tracking lane detection methods for straight and curved lane lines. They claimed
that the proposed approaches are able to achieve real-time response and high accuracy for a
vehicle in lane change assistant system on highways. A better technique was proposed in [6, 7]
where shadows and low light conditions are taking into account. They used edge detection and
gradient techniques to process the images before applying the Hough Transform. A more advanced
approach was reported in [8] where the work focused in the pre-processing stage. They proposed
smoothing and edge detection operators that applied on input frames to automatically obtain
binary images, then, lane markings segmentation is carried out. After that, An Adaptive Region of
Interest (AROI) is extracted to reduce the computational complexity. Other works on lane detection
using Hough Transform can be found in [9-12]. Deep learning approaches for lane detection were
also have been reported in [13-16]. However, this technique is not on our focus as it usually
increases computation complexity.

FPGA devices can also achieve low latency, as they do not require the overhead of an operating
system or additional software layers [17, 18]. This makes them suitable for applications where real-
time processing is critical, such as lane detection in autonomous vehicles. By using FPGA to
implement the Hough transform, the latency can be significantly reduced, resulting in more timely
and accurate detection of lane markings. Furthermore, FPGA devices are known for their energy
efficiency, as they can be programmed to consume only the power needed for the task at hand [19].
This is important for battery-powered devices, such as smart vehicles, where energy consumption is
a critical consideration. By implementing the Hough transform on an FPGA, the power consumption
can be minimized, resulting in longer battery life, and reduced operating costs.

As stated earlier, Hough Transform needs extremely high computation resources and huge
memory space because the computation to calculate Hough parameters are repeated for each
image pixel and for all angles [20]. Therefore, recently many works have proposed the hardware
implementation of the Hough Transform in lane detection applications. Hardware implementation
such as FPGAs are highly parallel and can perform multiple computations simultaneously. This
makes them well-suited for processing image data, where multiple calculations need to be
performed on large amounts of data in real-time. By using FPGA, the Hough transform algorithm
can be parallelized and executed much faster than on traditional CPUs or GPUs, resulting in
improved real-time performance and reduced latency. The programmability of FPGAs allows the
system designers to configure the design to meet specific requirements. The Hough transform
algorithm can be implemented on an FPGA by designing custom hardware circuits that are
optimized for the algorithm's specific needs. This enables the algorithm to be tailored for a specific
application or task, resulting in improved efficiency and accuracy.
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For example, Hajjouji et al., [21] proposed a novel FPGA implementation of Hough Transform
for straight lane detection. The design in [22] is claimed to have less logics with reduced overall
complexity. However, the algorithm is to detect the circle lines instead of straight line. Other
hardware implementation of Hough Transform for lane detection were reported in [23-26].
Although there were many works that have explored the possibility of implementing Hough
Transform on the hardware with promising performance improvement as compared to the
software implementation counterparts. However, if we carefully analyze the previous works, there
is still much room for improvement. In this work, we propose a unique design of the hardware
architecture for executing the Hough Transform algorithm. The design can achieve faster speed and
lower power consumption as compared to the software implementation.

This paper is organized as follows: Section 1 introduces the implementation of Hough Transform
in the lane detection and discusses related works with the current implementation issues. Section 2
discusses the fundamentals of Hough Transform Algorithm with the aid of numerical examples
together with the proposed designed based on the algorithm, while Section 3 provides the
experimental works, results, and analysis. Finally, Section 5 concludes the proposed work and
discusses the future direction of this work.

2. Methodology

The Hough Transform equation, Eq. (1) describes the relationship between  and  , two
essential parameters used to detect straight lines in a 2D plane.  represents the distance from the
origin to the closest point on the identified line, while  denotes the angle between the x-y axis and
the line connecting the origin with that closest point as illustrated in Figure 1.

� = � ∙ cos � + � ∙ sin � (1)

The linear Hough transform algorithm uses the two parameters that define a straight line, ( , ).
Consider the 2-D plane in Figure 2, where the size is 7 × 6 pixels.

Suppose the edge pixels provided by the Sobel filter are as follows: (0, 5), (1, 4), (2, 3), (3, 2), (3,
5), (4, 1), (4, 3) and (5, 5). By using Eq. (1),  for  between 0 to 180 of each edge pixel can be
calculated. The example of the calculation for  incremented by 45 is given in Table 1 (note that
this is the simplified calculation, where in practice, the smaller the  resolution, the more accurate
the line detection). From Table 1, it can be observed that the most  value detected is 3.54, which
indicates that the pixels (0, 5), (1, 4), (2, 3), (3, 2) and (4, 1) must be on the same strait line. All
those pixels point to the same  value, which is 45. That’s exactly what is illustrated in Figure 3. To
implement this, the Hough Transform algorithm can now be created as given in Figure 4. In the
algorithm, for each given pixel,  for  from 0  to 180  will be calculated. The value of the
calculated  will be counted in the accumulator. The most hit  value indicates the straight line at
the pixel with specific  angle.



Journal of Advanced Research in Applied Sciences and Engineering Technology
Volume 63, Issue 1 (2026) 191-201

194

Fig. 1. A line on 2-D plane Fig. 2. Edge pixels of an image

Fig. 3. Straight line construction by Hough Fig. 4. Simplified Hough Transform algorithm
Transform

Table 1
Hough Transform calculation example
Pixel 0° 45° 90° 135° 180°
(0, 5) 0.00 3.54 5.00 3.54 0.00
(1, 4) 1.00 3.54 4.00 2.12 −1.00
(2, 3) 2.00 3.54 3.00 0.71 −2.00
(3, 2) 3.00 3.54 2.00 −0.71 −3.00
(3, 5) 3.00 5.66 5.00 1.41 −3.00
(4, 1) 4.00 3.54 1.00 −2.12 −4.00
(3, 3) 3.00 4.24 3.00 0.00 −3.00
(5, 5) 5.00 7.07 5.00 0.00 −5.00

The hardware logic implementation of the Hough Transform is based on Eq. (1) and the
algorithm depicted in Figure 4. Figure 5 illustrates the proposed hardware design for the Hough
Transform, which is modelled after the algorithm presented in Figure 4. The detected pixels,
representing (x, y) coordinates, are stored in dedicated Random-Access Memories (RAMs) called X
Pixel and Y Pixel, respectively. Additionally, the cosine and sine values required for  calculations
are stored in lookup tables (LUTs) implemented as Read-Only Memories (ROMs) named Cos and Sin.
For each pixel, the corresponding  values are calculated for  angles ranging from 0 to 180 degrees,
and these values are accumulated in the  Accumulator RAM (Acc Rho). As demonstrated in the
numerical example, the highest  value at a specific  angle indicates the presence of a straight line,
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as shown in Figure 3. To ensure synchronized operations in the proposed design, a controller is
employed to generate the necessary control signals. The controller's arithmetic state machine
(ASM), which models its behaviour, is provided in Figure 6.

Fig. 5. The proposed hardware implementation of the Hough Transform

Fig. 6. ASM chart of the controller

The sine and cosine values, represented by 8-bit signed numbers, are initialized in the ROM
using memory initialization files (mif files). The specific contents of the ROMs can be seen in Figure
7. Furthermore, the synthesized top-module level of the proposed design is provided in Figure 8.
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(a)

(b)
Fig. 7. 8-bit signed values in ROMs (a) Sine (b) Cosine

Fig. 8. The synthesized top-level module of the proposed hardware Hough Transform

3. Results
3.1 Experiment Setup

The proposed hardware design depicted in Figure 5 was implemented in Verilog HDL using the
Intel Quartus Prime development tool. The design was synthesized using Quartus, which allowed us
to record important metrics such as the total number of logic elements, timing information
including the maximum operating frequency (Fmax), and the total power consumption. To evaluate
the performance of the design, we conducted simulations using ModelSim. The execution speed of
the design was determined by referring to the obtained Fmax. Multiple tests were carried out, each
with different image (line) settings. It is worth noting that, in this initial phase of the work, we
utilized constructed images in which the edge pixels were manually generated, as illustrated in
Figure 7. This approach was chosen instead of using actual images as the latter would require
preprocessing using modules such as the Sobel Filter. The inclusion of such preprocessing modules
is planned for our future work. The objective of this study was primarily to demonstrate the
efficient hardware implementation of the Hough Transform. Once the design was successfully
simulated and the execution speed was obtained, we compared this speed with the execution time
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of the same settings in MATLAB. This comparison allowed us to assess the effectiveness and
efficiency of our hardware implementation.

3.2 Experimental Results and Analysis
3.2.1 Verification results

To ensure the correctness of the design, a thorough verification process was conducted using an
input image depicted in Figure 3. The simulation results of the verification test for the proposed
design are presented in Figure 9, with the corresponding output values tabulated in Table 2. In the
simulation results, the sine and cosine values were represented as 8-bit signed values. For instance,
for  = 45, the sine value (sine ) and cosine value (cosine ) both equal 90 or 0x5A in the 8-bit
representation. Analyzing the obtained results, specifically for the pixel coordinates (x, y) = (0, 5),
we observe the calculated  values for  angles of 0, 45, 90, 135, and 180 degrees to be 0, 450, 635,
450, and 0, respectively. Examining the calculated  values for all pixels, it becomes evident that the
 value of 450 is the most frequently stored value in the RAM. Based on this observation, we can
conclude that pixels (0, 5), (1, 4), (2, 3), (3, 2), and (4, 1) lie on the same straight line, while pixels (3,
5), (4, 3), and (5, 5) do not. This outcome provides compelling evidence that the proposed design
operates correctly, aligning with the principles of the Hough Transform algorithm.

Fig. 9. Simulation result of the verification test

Table 2
Output of the proposed hardware Hough Transform
 Cos () Sin () x y  x y  x y  x y  x y 
0 127 0 0 5 0 1 4 127 2 3 254 3 2 381 3 5 381
45 90 90 0 5 450 1 4 450 2 3 450 3 2 450 3 5 720
90 0 127 0 5 635 1 4 508 2 3 381 3 2 254 3 5 635
135 -90 90 0 5 450 1 4 526 2 3 602 3 2 678 3 5 948
180 -127 0 0 5 0 1 4 129 2 3 258 3 2 387 3 5 387

Table 2. Continued
Output of the proposed hardware Hough Transform
 Cos () Sin () x y  x y  x y 
0 127 0 4 1 508 4 3 508 5 5 635
45 90 90 4 1 450 4 3 630 5 5 900
90 0 127 4 1 127 4 3 381 5 5 635
135 -90 90 4 1 754 4 3 934 5 5 1280
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180 -127 0 4 1 516 4 3 516 5 5 645

3.2.2 Experimental results

The proposed hardware implementation of the Hough Transform was subjected to testing using
various constructed images. These images were created using PIXILART software, with each image
set to a size of 100 × 100 pixels. In Table 3, we present both the original images and the output
generated by the proposed hardware design, showcasing successful construction of the straight
lines in each image. To compare the performance of the hardware implementation with the
software counterpart, the execution times for each image were recorded for both MATLAB and the
hardware design. These results are summarized in Table 4. It should be noted that while the
execution time for the hardware implementation remains fixed, the software execution time can
vary due to the computer load during algorithm execution. Across all the test cases, it is evident
that the hardware execution outperforms the software execution in terms of speed, achieving up to
a 100-fold improvement. This is remarkable considering that the hardware implementation
operates at a much lower frequency of 50 MHz, in contrast to the 3.2 GHz clock speed of a personal
computer. These findings affirm the superior efficiency and effectiveness of the proposed hardware
design for the Hough Transform.

Table 3
Experimental results for the test in different constructed images
Original image Line constructed Original image Line constructed
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Table 3. Continued
Experimental results for the test in different constructed images
Original image Line constructed Original image Line constructed

Table 4
Execution time test results
Image Execution time (s) in MATLAB Execution time (s) in hardware implementation
Image D1 0.083178 0.000803
Image D2 0.082436 0.000803
Image D3 0.080723 0.000803
Image D4 0.081263 0.000803
Image D5 0.078437 0.000803
Image D6 0.080891 0.000803
Image D7 0.077648 0.000803
Image D8 0.086015 0.000803
Image D9 0.079168 0.000803
Image D10 0.079433 0.000803

Table 5 presents a benchmark comparison of our work with references [24-26]. Notably, our
proposed Hough Transform hardware design showcases the lowest utilization of logic elements,
amounting to only 237 4-input lookup tables (LUTs). Consequently, it achieves the lowest total
power consumption, measured at 146.29 mW. Regarding the maximum operating frequency
(Fmax), our design achieves a clock rate of up to 128.9 MHz. It is important to note that direct
comparisons with [24, 25] are not feasible due to the use of different FPGA devices in those works,
thereby influencing the obtained Fmax values. Memory utilization is dependent on the built-in
memory employed within our design. As such, it is not directly comparable to the memory
utilization in the referenced works.

Table 5
Performance comparison with other works
Performance metrics Proposed work [24] [25] [26]
Maximum operating frequency 128.9 MHz 69.2 MHz 226.7 MHz 200 MHz
Total logic elements 237 278 5,717 15,704
Total registers 87 431 6,010 13,727
Total memory bits 1,581,056 38,280 - 3,052,544
Total thermal power dissipation 146.29 mW - - 640.89 mW

4. Conclusions

In this study, we have introduced a novel implementation of the Hough Transform algorithm on
an FPGA. The results demonstrate that the proposed design achieves a significant speedup of up to
100 times compared to the software implementation in MATLAB, despite running at a lower clock
speed on a slower platform. This is due to the parallel execution of the computation modules,
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which results in faster processing times. Moreover, the design consumes low power at 146 mW,
utilizing less than 1% of the total logic elements of the FPGA device. We also show that the
proposed design utilizes the lowest logic elements as compared to other similar works. However,
due to the large size of the RAM accumulator, RAM for storing image pixels, and LUTs (ROMs) for ,
sine, and cosine values, the design utilized a total of 66% memory bits. While the improved speed
was achieved, the proposed design still requires multiple iterations of calculating . In future work,
we aim to explore other logic design configurations to allow for more parallel computation by
applying proper operation scheduling and constraints resources allocation. We also plan to
optimize the design by using logic transformation techniques, such as replacing multiplication with
shift operations, to reduce the overall cost. These efforts will further enhance the performance of
the proposed design and make it suitable for a broader range of applications in computer vision and
image processing.
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