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 ABSTRACT 

 
The retrieval of visual image content has been the most active research in various 
applications. In this paper, the benchmark datasets have been used as a fast screening 
process for extracting representative facial features. Despite extracting relevant 
features information from the entire face, local features focused on the segmented 
regional area have proved to be more effective as suggested in the literature search. In 
doing so, four labeled region area was chosen before it was combined together to 
create a new sample image as input data for further analysis. To enhance the image 
representation, variation color spaces conversion is used and the first four color 
moments are selected for acquiring color information about the image. Also, the main 
five texture features are concatenated later with the color moments to analyze the 
complementary effects of color features in texture. In total, the nine selections of 
feature fusion methods have been presented, whereas the high dimensional space has 
been through the dimensional reduction process. The experimental result 
demonstrates that higher image content retrieval accuracy can be obtained by applying 
the CM+BSIF feature for YCbCr thermal image (0.4688 ± 0.1481) and CM+BSIF+Tamura 
for HSV visible image (0.4631 ± 0.1512). 
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1. Introduction 
 

Content-based face image retrieval has received a significant interest as the image search and 
retrieval technique in which the image would be indexed according their visual content either from 
thermal and visible datasets. The study for retrieving the visual facial image content has begins with 
the effort to extract relevant features information that can be used to analyze pathophysiological 
abnormalities, emotional expression classification, attractiveness, gender and aging detection [1-3]. 
It can be a challenging problem in such cases on the basis in finding the similarity measures based on 
shape signatures, color signatures or texture signatures. Also, prior studies have shown that 
extracting global feature from the entire face is ineffective for this cases. There are several local facial 
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features that possess valuable information and frequently included with the inclusion of the 
forehead, eyes, nose, cheek and mouth [4]. 

Several criteria must be considered in selecting the optimum extractor methods, this should 
include the quality measure such as sharpness, tone and color that may be used to assess the quality 
image score [5]. Because of this, the exploration of feature fusion approaches has shown a variety 
combination of single feature based methods in existing research. This single feature has their own 
complementary effects on the shape and textures, shape and color, and color features in texture. 
Humans have distinctive facial feature signatures that vary from person to person with different size 
and shape even it has the standard anatomical positions of regional areas. Therefore, the 
implementation of shape based is necessary with an attempt to monitor a range of heads postures 
by employing the active appearance model (AAM) [6], particle filter-based object tracker [7], Kanade 
Lucas Tomasi (KLT) tracker [8], and Harris corner detector [9].  

In related work, the color image analysis has become an alternative to grayscale images analysis. 
It has achieved outstanding performance in color texture analysis, which is currently being used to 
transform grayscale texture into color texture to improve the classification tasks using RGB (red, 
green, blue), HSV (hue, saturation, value), YCbCr (luminance, chrominance blue, chrominance red), 
CIELAB (luminosity, chrominance red-green, chrominance blue-yellow) and color gamut (six color 
centroid) [10-12]. In general, the changes in facial skin textures may have positive association 
between aging and growth of disease process that could explain why there is textural variability 
among them. It is helpful in study to detect subtle changes in the face such as wrinkles and furrows, 
loose skin, increased spots and coarseness [2]. For precisely analyzing skin textures, varied texture 
families have been suggested by extending them to extract texture from a color image [13].  

It’s interesting to observe how researchers have proposing different feature fusion approaches 
for different tasks. In this paper, the complementary role of multi-feature based methods in obtaining 
shape, color and textural information using sample thermal and visible images in the form of 
grayscale or color image representation was studied. The imperfections of data are only discovered 
after the image analysis process has started. Therefore, several preprocessing methods have been 
utilized as possible solution in addressing facial features problems as the initial process before the 
multi-feature based methods is adopted. The rest of this paper is structured as follows: Section 2 
discusses the detailed of the proposed designated works. Section 3 presents experimental results 
and limitation in current study. Finally, section 4 draws a conclusion about the study. 

 
2. Experimental Design 
 

This section presented the proposed framework for extracting facial feature information from 
two different image spectrum as shown in Figure 1. Preprocessed image may require the selection of 
preprocessing procedures to improve the visual image quality. By using the colored sample image, 
the analysis is done to gain insight into which color transformation can yields better results in 
improving the color texture information. The multi-feature fusion extraction is used to studies the 
benefits of combining several extractors methods for effectively extracting the image content. The 
performance evaluation is based on the final feature vector obtained from each feature fusion.  
 
2.1 Image Acquisition 
 

The experiment is conducted on benchmark dataset, which is a collection of facial thermal and 
visible image groups for extracting meaningful facial feature information. Overall, 2400 images were 
chosen from thermal faces in the wild (TFW) datasets [14]. These images are simultaneously acquired 
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in indoor settings at a resolution of 464x348 pixels. In the present case, the inclusion of gender-
balanced subjects (n=50) with an average of 24 image per subjects was selected. Subjects with 
glasses, beards, hairy parts on the forehead and excessive non-frontal head postures were excluded 
to alleviate the risk of inaccurate localization on the selected region of measurements. 
 

 
Fig. 1. The framework for extracting facial feature information 

 
2.2 Image Preprocessing Procedures 
 

The preprocessing procedures are performed on facial thermal and visible images to enhance the 
quality of the image representation. Because high-resolution images can produce finer images, the 
original size of the input images was used in this experiment. All the sampled images have been 
converted into grayscale color images with the intent to lessen the effect of illumination variation 
and minimize computational complexity. For thermal images, fusion methods were applied to 
compensate for the detailed loss of facial thermal features by fusing them with visible images. To 
enhance the intensity of an image, the CLAHE technique is used to enhance the image contrast based 
on the frequent intensity values as illustrated in Eq. (1). Where 𝑀 is the pixel size and the histogram 
ℎ is presented as the gray value of 𝑁 for each sub-region. In this case, the clip limit threshold is set 
to 2.0 with an 8x8 tile grid size. Through this process, the contrast for the desired foreground is 
increased while the background contrast is decreased. 
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While preserving the edges detail of facial features, the image was denoised using a non-linear 

bilateral filter (BF) as written in Eq. (2). Given the normalized weighted 𝑊𝑃 and the Gaussian kernel 
parameters of 𝐺𝜎𝑠

 and 𝐺𝜎𝑟
 are the spatial distance pixels and intensity values for the filtering image 

𝐼. The low intensity values of 𝐺𝜎𝑟
can help in image smoothing, but its high intensity values may result 

in blurring effects. The normalization is applied to the filtered images before it was converted using 
inferno colormaps to visualize facial image variations on thermal and visible for extracting any 
relevant features information. 
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2.3 Multi-Feature Extraction 
 

The state-of-the-art extractor methods such as geometric, color and texture based method have 
been proposed to improve the facial features representation. Through this process, the influence of 
each extracted method in providing precise findings by using two different types of images were 
studied. At the same time, it has also been attempted for introducing various color conversion 
enhancements for color image analysis. Although, it was a time-consuming operation, the proposed 
multi-feature fusion can be utilized to retrieve the image content within a large collection of data.  
 
2.3.1 Geometric based methods 
 

Geometric based methods have been utilized to appropriately shape facial image with a range of 
head postures. In doing so, Dlib landmark detectors were applied to precisely localize both global and 
local facial regions [15]. The Dlib detector is easier to use for an automatic process of face allocation 
with up to 81 positional points. By choosing four labelled region of measurements with 50x50 pixels, 
an additional face recognition library was included and it was utilized mainly to improve localization 
at the forehead region above between the eyebrow point. The cheek region is extracted using 
references at the right and left sides of the eyes and nose coordinate. Then, the nose regions were 
automatically choosing from the Dlib landmark point. All labelled regions are concatenated together 
to form a new sample facial block images with 100x100 pixels. 
 
2.3.2 Color based methods 
 

The color based methods have been performed as color correction procedure to extract color 
information from thermal and visible images. In this paper, a non-uniformity RGB color has been 
transformed into HSV, CIELAB, YCbCr and grayscale. The problem occurs when the color images is 
separated into three color channel 𝑥 = (𝑥1, 𝑥2, 𝑥3), in which there is possibility of color channels to 
have values close to zero saturation and at a singularity of 𝑥𝑛 = 0. Therefore, the color space 
enhancement was performed only for HSV, CIELAB, YCbCr before extracting their color information. 
To ensure non-overlapping color exists in an attempt to enhance visual representations, color 
moments (CM) will be utilized to distinguish images based on their features of color [16, 17].  
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It this study, the color moment can be defined as: (i) mean is computed using Eq. (3) to calculate 
the average color value in the image; (ii) standard deviation is obtained using Eq. (4) by finding the 
squared root of the variance of the distribution; (iii) skewness is used to measure the degree of 
asymmetry in the distribution and provides useful information about the shape of the color 
distribution which is represented in Eq. (5); (iv) kurtosis is used to measures how flat or tall the color 
distribution was in relation to the normal distribution using Eq. (6). Given the 𝑃𝑖𝑗 is the value of the 

𝑖𝑡ℎ color channel of the image pixel 𝑗, and 𝑁 is the number of pixels in the sample image. Then, 𝐸𝑖 is 

presented as the mean value for the 𝑖𝑡ℎ color channel of the image. 
 
2.3.3 Texture based methods 
 

The human face has a broad range of appearances which could explain why there is textural 
variability among them. Five different texture based methods have been applied to eliminate any 
noise or weak related images that could degrade the sharpness of the texture image [13]. In this 
experiment, the proposed color moments will be combined with texture based methods to construct 
the two groups of feature sets. Here, the proposed texture based has been through the modification 
process that makes it possible to extract texture from a color based image. 

The gray level co-occurrence matrix (GLCM) algorithm utilized the graycomatrix function to 
transform an image into co-occurrence matrices. Each element 𝑃𝑖𝑗 which is the result of GLCM, is 

calculating how often a pixel with the intensity value 𝑖 occurred in a particular spatial relationship to 
a pixel with the value 𝑗 in the input image. GLCM can generate various feature pattern sets with 
distinct set of directions before being used to extract the sixth statistical GLCM features [18-20].  

Contrast is employed to measure the intensity contrast between two neighboring pixels through 
Eq. (7). It is also used to measure the number of local variations present in an image. Dissimilarity is 
applied to calculate the distance between two neighboring pixels in an image using Eq. (8). 
Correlation is computed using Eq. (9) to determine the correlation between two neighboring pixels 
over the entire image. Homogeneity can be expressed using Eq. (10) to determine the proximity of 
the conveyance of segments in the GLCM to the GLCM corner to corner. Energy is applied to measure 
the textural uniformity using Eq. (11). Angular second moment (ASM) is used to measure the 
homogeneity of an image using Eq. (12).  
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Local binary Patterns (LBP) is a texture analysis approach that combines statistical and local 

structural texture. This study used a uniform LBP, where an 8-bit LBP vector was considered uniform 
when there were no more than 2 transitions of the LBP code (0/1 or 1/0) ranging from 0 to 2𝑃 − 1 
with radius values of 2 from the center pixel of the circle [21]. The LBP can be expressed using Eq. 

(13), where (xc , yc) are the coordinates of the center pixel, 𝑝 is the 𝑝𝑡ℎ pixel of the neighborhood 

that will be calculated clockwise, 𝑃 is the total number of neighborhood pixels and 𝑅 is the radius for 
neighborhood pixels between the center pixel coordinates. Then,  𝑥 = ip − ic , where ip denotes the 

intensity value of the neighborhood pixels and ic is the center pixel within the circular neighborhood.  
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The binarized statistical image feature (BSIF) algorithms were employed to enhance the accuracy 

of feature tasks through the use of visual quality assessment which is classified in accordance with 
reference information [22]. The BSIF is calculated using an image patch 𝑋 and a linear filter of 𝑊𝑖 on 
the same size with the filter response si in Eq. (14). Here 𝑤𝑖 and 𝑥 are vectors that hold the pixels of 
𝑊𝑖 and 𝑋. The binarized feature bi is obtained by setting with 1 and 0. The independent component 
analysis (ICA) algorithms is adopted to effectively analyze the BSIF descriptor by choosing the most 
appropriate filters kernel size of 𝑙 x 𝑙 and bit string length 𝑛.  For the best accuracy, only the kernel 
size of 𝑙 x 𝑙 = 13x13 and 𝑛 = 6 was considered.  
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Tamura feature is based on descriptions of human visual perception of appearance. The inclusion 

of four Tamura features like coarseness, contrast, directionality and roughness were selected in the 
present studies [23]. The coarseness is used to measure the granularity of the image by finding any 
texture elements at various scales. The coarseness elements are represented by Eq. (15), where 𝑤 

and ℎ are the width and height of an image, and 𝑆𝑏𝑒𝑠𝑡(𝑖, 𝑗) = 2𝑘 is the neighborhood size that is used 
to generate the highest similarity of averaging intensity of the neighborhood centered at (𝑖, 𝑗) and 
𝑘 = 5 is the maximum value for either the horizontal or vertical direction.  

Contrast can be influenced by the distribution polarization of separating color channels and the 
dynamic ranges of color levels between two texture patterns with different structural elements. It 
can be computed using Eq. (16), where σ is the std. deviation and 𝛼4 corresponds to the fourth 
moment of the mean. Directionality is used to analyze any directional pattern in an image along 
particular orientations. Here, directionality was calculated using Eq. (17), where 𝐻𝐷 is the direction 

histogram, the number of peaks 𝑛𝑃 and 𝛷 was the 𝑝𝑡ℎ peak position in the 𝐻𝐷. Then, 𝑤𝑝 is the range 

of 𝑝𝑡ℎ peak between valleys and 𝛷 used to quantize the direction angle. The 𝑟 is a normalizing factor 
related to the number of quantization levels of 𝛷. Roughness is related to the std. deviation of the 
normalized color levels, which was described in Eq. (18) as the fusion of coarseness and contrast 
elements.  
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The Gabor filter is an edge detection algorithm from the transform based texture family in which 

the output of this filter method is the Gabor wavelet transform (GWT) [13]. Here, the Gabor filter 
parameters for kernel size 64x64 modulated by a sinusoidal wave, the std. deviation of 𝜎 is set to 
eight with distinct eight orientations 𝜃. A 2D Gabor function 𝐺(x, y) can be measured using Eq. (19), 
where 𝑥́ = 𝑥 cos 𝜃 + 𝑦 sin 𝜃 and 𝑦́ = −𝑥 sin 𝜃 + 𝑦 cos 𝜃. The 𝑓0 and ∅ are respectively the frequency 
and phase of the sinusoidal function. 
 
2.4 Dimensionality Reduction Process 
 

The feature fusion sets based on color texture may contain a low- or high-level dimensional data 
with varying feature vector values. The output from feature selection generally has dimension that 
correspond to the number of feature channels that were extracted from three or single color 
channels of the image. Extracting high level dimensions in the present study is not necessarily 
effective and will also have an impact on the processing speed to analyze huge number of features, 
which might result in redundant data that not necessarily useful to improve the visual image quality. 
Therefore, the dimensionality reduction will be considered with an attempt to reduce the original 
high dimensional space by using principle component analysis (PCA) algorithms [21, 24]. The PCA is 
applied to obtain a new orthogonal variable that called as the principal component, which were used 
to minimize high dimensional space. The selection of feature fusion with high features value needs 
to be first normalized using Standard Scalar operations before to applying PCA operation. 
 
3. Results 
 

The present study demonstrates the significant role of preprocessed method in improving the 
representation of distorted images. Results from the segmented local facial images were obtained 
using smaller uniform size and different color transformation were used to shows the effectiveness 
of color features in improving the properties of texture features. In addition, image content retrieval 
depends highly on the proposed feature fusion for construct a feature vector as the final output to 
deliver the results. A way to increase the accuracy results is address by reducing their high 
dimensional space. Then, the following subsection presents the statistical measurement of feature 
fusion with an attempt to analyze the complementary effects between color texture performance. 
The evaluation is done in figuring out the optimal feature fusion according to their color conversion 
image used in progress to enhance visual perception respectively. 
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3.1 Result on the Proposed Preprocessing Methods 
 

Initially, the obtained thermal and visible image will through computation of each proposed 
preprocessing methods to correct their visibility image quality. It appeared that new image 
colorization using inferno colormaps may use the correct combination of the primary red, green and 
blue color channels. As can see, Figure 2 presents the thermal and visible face subjects that randomly 
choose to illustrate the distribution of pixel intensities in the preprocessed image. The pixel is the 
elements of an image that also contain information about color in each of a defined list of color range 
that considerable differ for consecutive frames as well as for an individual subject. It can be concluded 
that most of the darker images can be found on thermal images as compared to the visible images 
with a variety of lighter shades of colors appearance due to illumination effects. 

From the physiological point of view, literature search has emphasized the important factor for 
monitoring a common facial region that predominates in vital sign measurements to measure the 
human physiological responses of the body with faster processing time in a noninvasive way. 
Concerning on how image content retrieval process is conducted on specific regional area, the 
reference of facial positioning points from Dlib landmark detectors is used to shape the facial image 
as illustrates in Figure 3. Through this process is a bounding box containing the identified facial image. 
Next, using a bounding box, the forehead, nose, left cheek and right cheek area can be allocated. 
These regional areas were resized into smaller blocks of size 50x50 pixels, before being concatenated 
into non-overlapping facial blocks with a size of 100x100 pixels, which were then used for color and 
texture extraction. 
 

           
Fig. 2. The preprocessed images and its              Fig. 3. Example of facial landmark  
corresponding histogram                detection 

 

The existing color image may influence by a combination of RGB color space which has 
encouraged the investigation for optimal color space conversion for improving pathological facial 
skin tones as found in Figure 4. As a highlight, color contrast enhancement is performed for the HSV, 
CIELAB and YCbCr color spaces derived from the RGB color space for simulating visual perception. To 
obtain the desired color that is as realistic as the original RGB color version, the inverse of the 
intensity from any color channel is done followed by an increase in the brightness value of the darker 
color channel before enhancing using the CLAHE method. The fact that a variety of five distinct color 
spaces may provide a total of fifteen color channels in this experiment. 

Figure 5 illustrates a schematic of the proposed feature fusion extraction, whereas each facial 
blocks that possesses details about the forehead, nose, left cheek and right cheek in RGB color space 
is separated into three color channels (red, green, blue). The color and texture histogram feature are 
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construct for each individual color channel before it was concatenating to form a global histogram to 
generate the final feature vector. This process is repeated for the HSV, CIELAB and YCbCr color space 
conversion. For grayscale color image, their color and texture histogram feature are computed 
directly on the individual color channels.  
 

                 
Fig. 4. An example of color space conversion     Fig. 5. Structure of the proposed feature fusion extraction 
for RGB, HSV, CIELAB, YCbCr and grayscale  
image 

 
It can be seen that various colors and texture features have been utilized in this experiment to 

investigate the complementary effects that may lies on the color features in texture as tabulated in 
Table 1. The finding highlights the possible feature fusion sets that may contain at least one 
combination of color and texture features, while the other features fusion sets also include at least 
one color feature with an additional two combination of texture feature that consists of Tamura 
texture. From the observation, there is existing feature fusion that has a high dimensional space with 
higher feature values as a result of feature fusion selection. Alternatively, dimensionality reduction 
is introducing to reduce high dimensional space into low dimension space with a fixed standard 
dimensional space of 30. Although the dimensional space is similar after feature reduction, the final 
results will differ and be significantly better than the low dimensional space.  
 

 Table 1 
 Dimensional reduction 
Multi-feature based  Feature dimension 

Color based PCA New dimension Gray based PCA New dimension 

CM + Tamura 24 - 24 8 - 8 
CM + GLCM 30 - 30 10 - 10 
CM + LBP 42 30 30 14 - 14 
CM + Gabor  15 - 15 5 - 5 
CM + BSIF 204 30 30 68 30 30 
CM + GLCM + Tamura 42 30 30 14 - 14 
CM + LBP + Tamura 54 30 30 18 - 18 
CM + Gabor + Tamura 27 - 24 9 - 9 
CM + BSIF + Tamura  216 30 30 72 30 30 

 
3.2 Comparative Analysis with Multi-Feature Based Methods 
 

The prominence results for the nine feature fusions that were tested on five distinct facial color 
block transformations are summarized in Table 2. Here, the histogram analysis of the sample image 
was used to compute statistical parameters like mean and std. deviation (STD). The results were 
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thoroughly analyzed and it turns out that the STD value may be statistically lower, although their 
corresponding mean value is considered high. For thermal image, there are two favorable feature 
fusion that can be observed. For instance, the optimal CM+BSIF feature extraction appears to be 
effective for color image transformation in RGB (0.4534 ± 0.1496) and YCbCr (0.4688 ± 0.1481), while 
CM+BSIF+Tamura is suitable to obtain the temporal information about the image content from HSV 
(0.4446 ± 0.1456), CIELAB (0.4600 ± 0.1497) and grayscale (0.4482 ± 0.1405) color space. 
 

  Table 2 
  Evaluation of thermal color based  

Multi-feature based  RGB  HSV  CIELAB  YCbCr  

Mean STD Mean STD Mean STD Mean STD 

CM + Tamura 0.4156 0.2400 0.4072 0.2464 0.4412 0.2247 0.4004 0.2219 
CM + GLCM 0.3981 0.2534 0.4012 0.2577 0.3922 0.2291 0.3904 0.2289 
CM + LBP 0.4273 0.1491 0.4257 0.1429 0.4525 0.1468 0.4547 0.1484 
CM + Gabor  0.3781 0.2493 0.3915 0.2618 0.3790 0.2049 0.3520 0.1981 
CM + BSIF 0.4534 0.1496 0.4414 0.1489 0.4579 0.1493 0.4688 0.1481 
CM + GLCM + Tamura 0.3950 0.1351 0.3907 0.1493 0.4302 0.1316 0.4416 0.1343 
CM + LBP + Tamura 0.4429 0.1434 0.4301 0.1457 0.4552 0.1474 0.4570 0.1465 
CM + Gabor + Tamura 0.3902 0.2396 0.3878 0.2434 0.4180 0.2240 0.3862 0.2165 
CM + BSIF + Tamura  0.4494 0.1497 0.4446 0.1456 0.4600 0.1497 0.4572 0.1500 

 
  Table 3 
  Evaluation of visible color based  

Multi-feature based  RGB HSV CIELAB YCbCr 

Mean STD Mean STD Mean STD Mean STD 

CM + Tamura 0.3911 0.2451 0.3928 0.2522 0.3906 0.2440 0.3566 0.2217 
CM + GLCM 0.3827 0.2691 0.3810 0.2736 0.3612 0.2485 0.3663 0.2426 
CM + LBP 0.4353 0.1456 0.4406 0.1467 0.4511 0.1487 0.4618 0.1463 
CM + Gabor  0.3721 0.2550 0.3887 0.2619 0.3543 0.2157 0.3436 0.2041 
CM + BSIF 0.4275 0.1586 0.4570 0.1497 0.4453 0.1537 0.4553 0.1479 
CM + GLCM + Tamura 0.4104 0.1337 0.4053 0.1236 0.4118 0.1385 0.4250 0.1333 
CM + LBP + Tamura 0.4493 0.1426 0.4176 0.1425 0.4309 0.1497 0.4465 0.1507 
CM + Gabor + Tamura 0.3713 0.2409 0.3825 0.2458 0.3829 0.2351 0.3511 0.2142 
CM + BSIF + Tamura  0.4272 0.1585 0.4631 0.1512 0.4484 0.1526 0.4574 0.1516 

 
 Table 4 
 Evaluation of thermal and visible gray based image 
Multi-feature based  Thermal Visible 

Mean STD Mean STD 

CM + Tamura 0.4465 0.1401 0.3761 0.2307 
CM + GLCM 0.4140 0.2301 0.3659 0.2377 
CM + LBP 0.3794 0.1813 0.3638 0.2004 
CM + Gabor  0.3691 0.1980 0.3503 0.2038 
CM + BSIF 0.4322 0.1362 0.4385 0.1468 
CM + GLCM + Tamura 0.4218 0.2339 0.3699 0.2406 
CM + LBP + Tamura 0.3932 0.1981 0.3674 0.2118 
CM + Gabor + Tamura 0.4012 0.2215 0.3634 0.2247 
CM + BSIF + Tamura  0.4482 0.1405 0.4367 0.1441 

 
Contrarily, for the visible image, it might be difficult to determine which feature fusion is the most 

appropriate to use in order to improve image representation because the feature selection used here 
may produce difference higher accuracy results depending on the selection of facial color block 
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transformations. The CM+LBP+Tamura is the best selective features for RGB (0.4493 ± 0.1426) color 
image and the CM+BSIF+Tamura is better suited for HSV (0.4631 ± 0.1512) color enhancements. It is 
unlikely for CM+LBP feature that outperforms for the CIELAB (0.4511 ± 0.1487) and YCbCr (0.4618 ± 
0.1463) color space. However, the CM+BSIF feature consistently achieves the best validation 
accuracy, even for the visible grayscale (0.4385 ± 0.1468) color image. As expected, the results 
confirm that CM+BSIF feature can perform better for YCbCr thermal image and CM+BSIF+Tamura is 
the best for HSV visible color image.  

While designing of this experimental study, some features relatively may have good performance 
but the implementation of the algorithm itself is challenging that may require large amount of data 
to verify the effectiveness of the proposed features. For this reason, it is worth highlighting the 
important factors that can enhance the accuracy of results: (1) The literature search has an emphasis 
on comparing the type of image used to quantify the image content; (2) the interest in small pixel 
size of the input image and the selection of facial regions that needs to be taken due to the 
consequences of processing time; (3) the consideration of color space conversion used for simulating 
visual perception; (4) the selection of state-of-the-art feature descriptor and the comparator of 
feature fusion to extract the image representation; and (5) the minimization of features vector values 
that may offer superior performance after dimensionality reduction. 

As a limitation of the study, the proposed multi-feature extraction could be relatively limited in 
an effort to retrieve the facial image content to improve image representation. That being said, the 
variety of feature fusion with the inclusion of the color and textural variability could be extended to 
achieve the best accuracy results. For color features, the selection of the global color histogram, color 
difference histogram and color coherence vector can be potentially applied with texture based 
method like structural based, model based or graph based that have been suggested in the existing 
experiments. In order to improve the accuracy of feature extraction, it may also be required to 
include data on emotional expression, aging related and face skin diseases from unhealthy datasets. 

Instead of the used the statistical analysis, the implementation of machine learning and deep 
learning are among the best possible solutions that can be recommended to accelerate the facial 
feature extraction process. Although machine learning is the most popular classifier that is frequently 
being used, the current literature search has shown a highly good performance of deep learning 
classifiers in addressing the problem with computational complexity and processing time [25, 26]. 
Here, it is worth mentioning that despite the fact the similar datasets being used in several research 
papers, further research is need to carried out to analyse a promising combination of feature fusion 
and classifiers that may not necessarily improve facial feature representation in certain cases [3]. 
 
4. Conclusions 
 

This paper examined the important criteria that were included to analyze the effectiveness of the 
proposed methods based on the trade-off between processing time and accuracy in obtaining precise 
information about the visual image content. Hence, various experimental works have been 
conducted in an attempt to get more insights into the benefits of color texture within a large 
collection image. In this case, color space conversion has been designed to mimic human visual 
perception of colors and brightness sensitivity to observe the typical pathological change of facial 
skin tones between consecutive frames. The results were thoroughly analyzed and it was confirmed 
that the color image gave the most perceptually reasonable results for improving the color texture 
performance. By taking advantage of color and texture features, the new formulation of feature 
fusion based has shown a complementary role in representing color texture information. It became 
clear that the improvement brought by dimensionality reduction as an important measure in 
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reducing high dimensional space was significantly helpful in selecting the best feature fusion 
methods. 
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