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 ABSTRACT 

 
This research work focuses on the development of a low-power decode logic for a   
RISC-V processor core with specifications. The goal is to create a controller that 
performs all six groups of instruction formats outlined in the RV32I Base Integer 
Instruction Set. The control unit is designed to decode a total of 13 instruction sets, 
allowing for a comprehensive range of operations. A single instruction pipeline 
approach is implemented in the design to optimize performance. The synthesis of the 
design is carried out using the 32 nm standard library, resulting in a maximum operating 
frequency of 666.67 MHz. To further enhance power efficiency, clock gating techniques 
are employed, leading to a reduction in power consumption by 18.72 % from 112.15 
µW to 91.45 µW. Additionally, the layout of the design is optimized, resulting in an area 
of 354.74 mm2. The successful development of this low-power decode logic 
demonstrates its potential for integration into larger RISC-V processor cores. Future 
enhancements can include expanding the instruction decoding capability to encompass 
the full range of 47 instructions in the RV32I Base Integer Instruction Set, as well as 
exploring additional pipeline stages to further improve performance. The results 
achieved in this project contribute to the ongoing pursuit of power-efficient and high-
performance processor designs based on the RISC-V architecture. 
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1. Introduction 
 

In the last few decades, the focus on the semiconductor industry driven by the principles of 
Moore’s Law [1] has revolved around creating smaller, faster and cheaper products. In line with this 
trend [2], power efficiency has emerged as a critical factor in the industry. In the year 2010, at the 
University of California Berkley, a new set of reduced instruction set computers called Reduced 
Instruction Set Computer-Five (RISC-V) was introduced by Patterson et al., [3,4]. Since then, it has 
garnered much attention internationally. The thing about RISC-V is it is a unique, open-source 
instruction set architecture (ISA) that is governed by a collaborative community. The community is 
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later known as the RISC-V Foundation in the year 2015 [4]. In contrast, the established 
microprocessor architectures such as x86 and ARM are proprietary to the manufacturers or inventors 
[5]. The dominance of large corporations in the technology market has limited the opportunities for 
small developers and manufacturers to actively participate in hardware design and development [6]. 
Licensing proprietary of the two dominant ISAs [7]; the x86 and ARM often require hefty royalties. 
Small developers and manufacturers have little to no say in designing and building the hardware. 
However, the emergence of RISC-V has brought a potential to even the playing field. The open-source 
nature allows companies of all sizes to leverage its benefits and contribute to advancing 
microprocessors [3].  

Despite the progress made in various electronic devices, the issue of power consumption remains 
a persistent challenge. In most cases, achieving the desired performance comes at the expense of 
increased power consumption. According to a group of researchers [8], this limitation poses a 
significant inconvenience to users who rely on devices with extended battery longevity such as 
mobile phones and other smaller Internet-of-Things (IoT) devices. Incorporating an advanced power 
optimization technique is crucial to achieve power efficiency in the design of a control unit. In a 
survey by Mittal [9], power consumption in control units can be categorized into dynamic power 
consumption, which arises from active switching and static power consumption, which results from 
leakage current. The proposed approach to optimize power consumption involves utilizing the clock 
gating technique. This technique presents a promising opportunity to reduce power by selectively 
disabling the clock signal to inactive or idle components within the circuit [10]. By employing clock 
gating, significant power savings can be achieved, enhancing the overall power efficiency of the 
control unit design. 

This research work embarks on objectives to design, synthesize and create the layout of a control 
unit for the RISC-V processor core. Then the functionality of the proposed design is simulated using 
ModelSim-Intel. The power consumption of the design is optimized with the Design Compiler. The 
work presented in this paper holds significant importance in the field of computer architectures and 
processor design for small devices or IoTs alike. The freedom and flexibility of RISC-V encourage 
innovation and customization contributing to a more even playing field for designers.  

 
1.1 Microprocessor Design 

 
A microprocessor can be defined as the controlling unit of a micro-computer compacted into a 

small chip [11]. Its primary function involves performing Arithmetic Logical Unit (ALU) operations and 
facilitating interactions with other peripherals connected. The microprocessor can be classified into 
two major units [11,12]; the Datapath Unit (DU) and the Control Unit (CU) [11,12]. The Datapath Unit 
(DU) is responsible for carrying out hardware-based operations. It encompasses the necessary 
components, such as the ALU, to execute mathematical calculations and logical operations. 
Additionally, it interacts with various registers and memory to process and store data. In essence, if 
one were to compare a microprocessor to the body of a human, the DU serves as the 
microprocessor's "organs" by performing computational tasks. Contrarily, the Control Unit functions 
as the microprocessor's command centre. It directs the operations of the DU and facilitates data 
movements between different components [11,12]. The CU issues commands, specifies which data 
should be read or manipulated and orchestrates the sequencing and timing of instructions. 
Comparatively, the CU can be linked to the "brain" of the microprocessor, as it governs and controls 
the overall activities. 

While there is a clear standard describing the microprocessor, there are many variables and 
characteristics to be noted before categorizing a microprocessor. According to a few researchers, 
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[13,14] the most notable classification revolves around the type of architecture employed, such as 
Reduced Instruction Set Computer (RISC) or Complex Instruction Set Computer (CISC). The 
architecture distinction greatly influences the microprocessor's behaviour and capabilities, impacting 
factors like the number of bits it can process, the instruction set it supports and its system clock 
speed. 

 
1.2 Reduced Instruction Set Computer 

 
The idea behind the invention of RISC in the 1980s is to simplify the complexity of the 

microprocessor in executing the commands when compared to CISC [15]. Despite its name, the 
Reduced Instruction Set Computer - V does not fall into the same category as traditional RISC 
architectures. RISC-V is an open-source ISA that is known for its simplicity, modularity and flexibility 
[16]. The RISC-V was created to be open-source and free to use by everyone. To put it in layman’s 
terms, RISC describes the category of CPUs while RISC-V is a language used to communicate with the 
microprocessor. 

The integer register state in RISC-V architecture is a simple state that lacks sophisticated 
instructions for accessing data memory. Thus, the instruction encoded is highly consistent. RISC-V 
applies a standard naming convention for the ISA which is RV [{32,64,128}] [abc … … xyz] [17]. 

The RV is an indication of the RISC-V while the [{32,64,128}] indicates the length of the integer 
register which is either 32-bit, 64-bit, or 128-bit. The [abc … … xyz] is the indication of the set of 
extensions supported. According to the RISC-V manual [17], the RISC-V ISA consists of four 
fundamental base integer instruction sets at the moment: RV32I, RV32E, RV64I and RV128I. In this 
study, the RV32I is used as the base model of this study’s design. The RV32I has a total of 47 sets of 
instructions in 6 formats: R-type, I-type, S-type, U-type B-type and J-type. 

 
1.3 Clock Gating  

 
Power optimization refers to the techniques and strategies employed to reduce power 

consumption in electronic devices and systems [18]. Clock gating is a technique [19-21] used to 
reduce power consumption in electronic devices by selectively disabling clock signals to unused or 
idle components or portions of a circuit according to research done by Pandey et al., [18]. It helps to 
eliminate unnecessary clock cycles and reduces dynamic power consumption. Clock gating operates 
by inserting gating logic in the clock path of a circuit, allowing the clock signal to be enabled or 
disabled based on specific conditions. In research by Attaoui et al., [22] when a component or portion 
of the circuit is not actively processing data or performing computations, the clock signal to that 
component is gated off, effectively stopping the clock pulses and halting unnecessary power 
consumption. By selectively gating the clock, power optimization with clock gating offers several 
benefits such as reducing dynamic power consumption and minimizing leakage power of inactive 
components [19]. It improves energy efficiency, prolongs battery life and lowers energy costs.   

 
1.4 RISC-V Development and Current Trend  

 
Recent research on RISC-V has shown a growing interest in integrating RISC-V into high-

performance computing (HPC) systems due to its flexibility and ability to be customized for specific 
tasks. Studies have been focusing on developing RISC-V-based processors that can handle parallel 
processing efficiently for scientific computations [23,24].  
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Embedded and IoT devices, for example, have extremely strict requirements on the area and 
power consumption of the processor because of the limitation on its working environment [25,26]. 
To reduce the overhead of the embedded processor as much as possible, a configurable 32-bit in-
order RISC-V processor core based on the 16-bit data path and units, named RV16 has been designed 
and implemented [26]. It was found that RV16 consumes fewer hardware resources and less power 
consumption as compared to a traditional 32-bit RISC-V processor with similar features. For example, 
the maximum performance of RV16 running Dhrystone benchmarks is 0.92 DMIPS/MHz, reaching 
75% of traditional 32-bit processors.  

As RISC-V becomes more widely adopted, there is an increased focus on enhancing its security 
features [27-29]. An enhanced 3D RECTANGLE algorithm is proposed to improve confusion and 
diffusion properties through a new 3D array block rotation method for 4x4 plaintext, based on a 128-
bit key and 16 rounds [28]. This new lightweight algorithm named enhanced 3D RECTANGLE [28], is 
designed to deliver robust security for IoT applications and is optimized for cell phones with minimal 
memory usage, low power consumption and efficient performance. Yang, Sen et al., [30] designed a 
low-cost RISC-V processor for IoT applications with an integrated hybrid encryption accelerator to 
efficiently secure encryption and decryption of data transmitted between IoT devices. The hybrid 
encryption accelerator used the SM3 and SM4 as hash and symmetric encryption algorithms to 
achieve a balance between encryption security, high speed and key-management convenience. The 
proposed processor is compared with Hummingbird E203 and the XuanTie E902 with a total resource 
utilization rate reduced by 39.1~66.2% on the FPGA platform.  

RISC-V architectures are also increasingly being used to address edge AI workloads. The flexibility 
of the RISC-V ISA and the inclusion of vector extensions make it suitable for specific AI and machine 
learning workloads, such as computer vision and natural language processing [31,32]. Studies have 
highlighted the benefits of using RISC-V with vector extensions and accelerators tailored for AI 
operations like matrix multiplications and deep learning tasks [32,33]. Recent network architecture 
search (NAS) has been widely used to simplify deep learning neural networks. However, this often 
produces multi-precision networks. Many multi-precision accelerators have also been created to 
facilitate manual computation of multi-precision networks. A Resistive Random Access Memory 
(RRAM) technology has been studied as a possible future candidate for these accelerators since 
crossbar implementations allow for the evaluation of matrix-vector multiplications [34].  

A software-hardware interface is thus required to automatically map multi-precision networks to 
multi-precision accelerators. For example, EXTREM-EDGE is a hardware/software co-design 
technique developed to add bespoke extensions to the open-source RISC-V to create a scalable and 
adaptable ML processor architecture [35]. EXTREM-EDGE enhances the RISC-V processor with 
hardware AI functional units (AFU) and ISA extensions that directly target these AFUs. An agile 
hardware/software co-design for RISC-V-based multi-precision deep learning microprocessor is 
developed by He et al., [36]. This custom RISC-V instruction was designed with a framework to 
automatically compile multi-precision CNN networks onto multi-precision CNN accelerators, 
demonstrated on FPGA.  The researcher shows that with NAS-optimized multi-precision CNN models 
(LeNet, VGG16, ResNet, MobileNet), the RISC-V core with multi-precision accelerators can reach the 
highest throughput in 2,4,8-bit precisions respectively on a Xilinx ZCU102 FPGA [35]. All these trends 
suggest that RISC-V will continue to play a critical role in the evolution of AI, edge computing and 
server platforms, with ongoing research and industry support driving its adoption forward. 
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2. Methodology  
2.1 Design Methodology 

 
In this work, a control unit for the RISC-V processor is developed following the datapath unit. The 

design of the control unit is divided into several parts as shown in Figure 1: 
 

i. Part 1: literature review of the microprocessor, RISC-V, the challenges and power 
optimization;  

ii. Part 2: Verilog coding and functional verification 
iii. Part 3: Synthesis of the design 
iv. Part 4: The power optimization via clock gating 
v. Part 5: Layout of the design.  

 
Three (3) design tools are used in this project: Intel Quartus Prime 20.1 Lite Edition, Synopsys 

Design Compiler and Synopsys Integrated Chip Compiler. 
 

 
Fig. 1. Flowchart of the design methodology 
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2.1.1 Intel Quartus Prime 20.1 lite edition  
 
Intel Quartus Prime is a programmable logic device design software. The software is used for 

analysis and synthesis of HDL designs and has many other features. Prior to this, the software is 
known as Altera Quartus Prime. The Quartus Prime Lite Edition is a free version of the software with 
limited features as compared to the paid version. In this study, this software will be used for scripting 
purposes which is to develop the Verilog HDL coding of the control unit and also the test-bench. In 
order to simulate the results to have a better visual for debugging purposes, an extension of the 
Quartus Prime will be used; ModelSim-Intel. The ModelSim is a multi-language environment for the 
simulation of hardware description languages (HDL). It allows the functionality of the design to be 
simulated visually, usually in waveform. This allows easier verification of the design or for debugging 
purposes.  

 
2.1.2 Synopsys design compiler  

 
Synopsis Inc. is an Electronic Design Automation (EDA) tool provider. The company’s portfolio 

comprises a wide range of IC design solutions in various fields. The Design Compiler is a synthesis 
solution tool provided by the company. In this study, the Synopsys Design Compiler is used. Design 
Compiler is a compact synthesis tool that concurrently optimize timing, area and power as well as 
generating reports needed. This tool will also be used for power optimization.  

 
2.1.3 Synopsys integrated chip compiler (ICC)  

 
Synopsys ICC (Integrated Chip Compiler) is a tool used for the physical design of integrated 

circuits. It handles tasks like floor planning, placement, clock tree synthesis and routing. ICC optimizes 
factors such as area, power, timing and performs checks for design rule compliance. It enables 
designers to achieve high-performance, low-power designs through its advanced algorithms and 
optimization techniques. 

 
2.2 Design of Control Unit 

 
The design contains a total of 4 input pin lists and 13 output pin lists as in Figure 2. For the input 

pin list, the operation code (Opcode), function 3 and function 7 are the variables that determine the 
type of instruction to perform. The BrEq input is used to check if the condition allows for branching. 
Depending on the combinations of inputs, the output will vary accordingly.  

 

 
Fig. 2. Block diagram of the control unit 
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Figure 3 shows the overall block diagram of RISC-V Processor Core. Each of the inputs and outputs 
represents a signal that is used to control the blocks in the RISC-V processor core.  
 

 
Fig. 3. Block diagram of RISC-V processor core 

 
The naming of the inputs and outputs are as defined in Table 1. 
 

Table 1 
The inputs and outputs of control unit 
Parameter Category Parameter Symbol Parameter Function 

Input Opcode Operation code 
Input funct3 Unsigned immediate for 3-bit function code 
Input funct7 Unsigned immediate for 7-bit function code 
Input BrEq Branch if equal 
Output IMwEn Instruction memory enable 
Output RFwEn Register file enable 
Output IMMwEn Immediate generator enables 
Output Mread Memory reading enable 
Output Mwrite Memory writing enable 
Output LdIR Instruction memory enable 
Output LdPC Program counter enable 
Output PCSel Program counter selection 
Output RFSel Register file multiplexer enable 
Output ASel Multiplexer A enable 
Output BSel Multiplexer B enable 
Output ALUOp_Sel ALU control enable 
Output Br_control Branch control enable 

 
2.3 The RV32I 

 
The control unit that decodes the high-level language to machine code has a certain distinct 

format for each of the group instructions. Based on the RV32I of the RISC-V ISA, there are a total of 
47 sets of instructions that are classified into 6 groups. Out of which, in this project, only 13 
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instructions from all the 6 groups will be implemented. From Table 2, the format of each group of 
RISC-V instructions is portrayed. 

 
  Table 2 
  The 6 groups instruction format of RISC-V [16] 

Group 31 30 - 25 24 - 21 20 19 - 15  14 - 12 11 - 8 7 6 - 0 

R Funct7 Register source 2 Register source 1 funct3 Register destination Opcode 
I Imm[11:0] Register source 1 funct3 Register destination Opcode 
S imm[11:5] Register source 2 Register source 1 funct3 imm[4:0] Opcode 
B imm[21] imm[10:5] Register source 2 Register source 1 funct3 imm[4:1] imm[17] Opcode 
U imm[31:12] Register destination Opcode 

J imm[20] imm[10:1] imm[17] imm[19:12] Register destination Opcode 

 
2.4 List of Instructions the Control Unit Decodes 

 
The control unit in this work is designed to decode a specific subset of instructions from the RV32I 

instruction set. The selected instructions are based on the function and specification of the data path 
unit. The 13 instructions that will be decoded are as listed; R- type - add, sub and, or; I-type - addi 
(add immediate), slli (shift left logical immediate),  srli (shift right logical immediate), lw (load word); 
S-type - sw (store word); U-type - lui (load upper immediate), auipc (add upper immediate with pc); 
J-type - jal (unconditional jump); B-type - beq (conditional jump). The Table 3 shows the instruction 
format of each of the 13 instructions. 

 
  Table 3 
  The instruction format of the 13 instructions 

Group 31 30 - 25 24 - 21 20 19 - 15  14 - 12 11 - 8 7 6 - 0 

ADD 00000000 rs2 rs1 000 rd 0110011 
SUB 01000000 rs2 rs1 000 rd 0110011 
AND 00000000 rs2 rs1 111 rd 0110011 
OR 00000000 rs2 rs1 110 rd 0110011 
ADDI imm[11:0] rs1 000 rd 0010011 
SLLI 000000X shamt rs1 001 rd 0010011 
SRLI 000000X shamt rs1 101 rd 0010011 
LW offset[11:0] rs1 010 rd 0000011 
SW offset[11:5] rs2 rs1 010 offset[11:0] 0100011 
LUI imm[31:12] rd 0110111 
AUIPC imm[31:12] rd 0010111 
JAL imm[20|10:1|11|19:12] rd 1101111 
BEQ offset[12|10:5] rs2 rs1 000 offset[4:1|11] 1100011 

 
2.5 The Control Sequence 

 
The working principle of the control unit is demonstrated in an algorithmic state machine (ASM) 

chart as shown in Figure 4.  



Journal of Advanced Research in Applied Sciences and Engineering Technology 

Volume 60, Issue 2 (2026) 265-281 

 

273 
 

 
Fig. 4. The ASM chart 
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The program has a total of 17 states to demonstrate the functionality of each of the control sequences as in in Table 4. The Combined Value 
(CV) is the combination value of the 13 outputs in hexadecimal value in a total of 5 bytes. Each CV is unique following the instructions. Each 
instruction is programmed to start from state 1 (S1), the fetch stage and proceed to state 2 (S2), the decode stage before the execution stage. 
After completing the execution of one instruction, the program will restart at S1 and repeat the cycle for the execution of the next instruction. 
 

Table 4 
The instruction format of the 13 instructions 
  RFwEn IMMwEN IMwEn Mread Mwrite LdIR LdPC PCsel RFsel Asel Bsel ALUOp_Sel Br_control CV 

50 PC <- 0 1 1 1 0 0 0 0 0 01 1 0 1000 0 20’h1C0D0 

S1 IR <- IM[PC] 1 1 0 0 0 1 0 0 01 1 0 1000 0 20’h188D0 

S2  x x x x x x x x xx X X Xxx X 20’hxxxx 

S3 SW 1 0 0 0 1 1 1 0 10 1 1 0000 0 20’11D60 

S4 LW 0 0 0 1 0 0 0 0 10 1 1 0000 0 20’h02160 

S5 ADD 0 1 0 0 0 1 1 0 01 1 0 0000 0 20’h08CC0 

S6 SUB 0 1 0 0 0 1 1 0 01 1 0 0001 0 20’h08CC2 

S7 OR 0 1 0 0 0 1 1 0 01 1 0 0010 0 20’h08CC4 

S8 AND 0 1 0 0 0 1 1 0 01 1 0 0011 0 20’h08CC6 

S9 ADDI 0 0 0 0 0 1 1 0 01 1 1 0000 0 20’h00CE0 

S10 SLLI 0 0 0 0 0 1 1 0 01 1 1 0100 0 20’hOOCE8 

S11 SRLI 0 0 0 0 0 1 1 0 01 1 1 0101 0 20’h00CEA 

S12 LUI 0 0 0 0 0 1 1 0 01 0 1 0110 0 20’h00CAC 

S13 AUIPC 0 0 0 0 0 1 1 0 01 0 1 0000 0 2o’h01CA0 

S14 JAL 0 0 0 1 0 1 1 1 00 0 1 0000 0 20’h02E20 

S15 BEQ [check] 0 0 0 0 0 0 0 0 01 1 0 0000 1 20’h00C1 

S16 BEQ [false] 1 1 1 0 0 1 1 0 01 1 0 0000 0 20’h1CCC0 

BEQ [true] 0 0 0 1 0 1 1 1 00 0 1 0000 1 20’h02E21 

S17 NOP (LW) 0 0 0 1 0 1 1 0 10 1 1 0000 0 20’h02D60 
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2.6 The Synthesis of Control Unit 
 
During the synthesis process, the Verilog file is read and processed. This file contains the design 

description in a hardware description language (HDL). Additionally, a SAIF (Signal Activity Interchange 
Format) file is generated from VCS (Verilog Compiler Simulator) specifically for implementing clock 
gating techniques. The SAIF file, which contains information about signal activities and timing, is then 
read and utilized in the synthesis flow. Finally, various reports are generated, providing valuable 
insights into the synthesis results, such as timing analysis, Quality of Results (QoR) and power 
estimation. 

 
2.7 Clock Gating Technique 

 
Clock gating is a technique used to reduce power consumption in electronic devices by selectively 

disabling clock signals to unused or idle components or portions of a circuit [10]. Clock gating helps 
to eliminate unnecessary clock cycles and reduces dynamic power consumption. Clock gating 
operates by inserting gating logic in the clock path of a circuit, allowing the clock signal to be enabled 
or disabled based on specific conditions. In this project, by selectively gating the clock, power 
optimization can be achieved by reducing the dynamic power consumption and minimizing the 
leakage power of inactive components. 

 
2.8 The Layout of Control Unit 

 
During the layout phase, several steps are performed in Synopsys ICC to ensure the correctness 

and reliability of the layout. First, the Synopsys Design Constraints (SDC) files generated from the 
Design Compiler are read to obtain the necessary design constraints for the layout. These constraints 
define various aspects such as timing, power and area requirements. Once the constraints are in 
place, the layout compilation process takes place, where the physical representation of the circuit is 
created. After the layout is generated, it undergoes a series of checks, including Design Rule Checking 
(DRC) and Layout versus Schematic (LVS) checks. These checks verify the compliance of the layout 
with the design rules and the consistency between the layout and the schematic representation. 

 
3. Results  
3.1 Functional Verification 

 
The testbench simulation of the control unit is performed in ModelSim. For the verification of the 

design, one instruction from six groups of the RV32I ISA was analysed and presented in this section. 
The results of the simulations are shown from Figure 5 to Figure 10. The simulation output for each 
instruction is compared with the instruction set in Table 4 to verify that the control sequence of each 
instruction is correct. 

Figure 5 shows the simulation result at 720 ns for instruction ADD x1, x2, x3. The CV output is 
08CC0 and the corresponding state is 5. The Control Unit accurately interprets the inputs of Opcode 
(0110011), function 3 (000) and function 7 (0000000), producing appropriate control signals for the 
execution of the AND operation. This validation demonstrates the reliable functionality of the Control 
Unit in executing the AND instruction. 
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Fig. 5. Testbench simulation of R-type, ADD 

 
In the output simulation of Load Word (LW) instruction shown in Figure 6, two observations can 

be made at different time points. The output of the CV is recorded as 02160 and the corresponding 
state is 4 as shown in Figure 6. At 880 ns, the output is 02d60 and the state is 17. The inputs for this 
instruction are Opcode (0000011) and function 3 (010). It is important to note that the LW instruction 
requires an additional cycle to store the data in the Instruction Memory (IM) and hence state 17 
represents an NOP (No Operation) instruction that provides the extra time needed for storing the 
instruction. This behaviour is consistent with the single pipeline design of the CU. 

 

 
Fig. 6. Testbench simulation of I-type, LW to execute LW x2, #4(x1) and NOP(LW) 

 
Figure 7 depicts the timing diagram of Store Word (SW) instruction where it stores a 32-bit value 

from the LSB of register source 2 (rs2). The output of the CV is recorded as 11D60 (Hex value is with 
the corresponding state determined as 3.  

 

 
Fig. 7. Testbench simulation of S-type, SW for instruction SW x3,#20(x2) 

ADD Instruction 

LW Instruction NOP-buffer state 

SW Instruction 

 

  

 



Journal of Advanced Research in Applied Sciences and Engineering Technology 

Volume 60, Issue 2 (2026) 265-281 

 

277 
 

Comparing these values with the control sequence of SW provided in Table 5 (refer to state S3), 
it is validated all the control sequence is correct. This validates the accuracy and proper functioning 
of the Control Unit in executing the SW instruction according to the given inputs of Opcode (0100011) 
and function 3(010).  

 
     Table 5 
     The control sequence of SW operation 

  RFwen IMMwEN IMwEn Mread Mwrite LdIR LdPC PCsel 

S3 
SW x3, 

#20 (x2) 

1 0 0 0 1 1 1 0 

RFSel Asel Bsel ALUOP-Sel Br_control    

10 1 1 0000 0    

 
Figure 8 shows the result when instruction JAL x18, #4 is performed.  This allows a jump to address 

and place the return address in the register destination (rd). The CV output is documented as 02E20, 
signifying the corresponding state as 14. These output values are compared with the instruction 
provided in Table 4 to confirm that the control sequence for the JAL instruction is accurate. This 
validation affirms the precise and effective operation of the Control Unit in executing the JAL 
instruction based on the provided Opcode (1101111) input. 

 

 
Fig. 8. Testbench simulation of J-type, JAL for instruction JAL x18, #4 

 
Figure 9 depicts the simulation result of BEQ instruction where the registers are checked for 

equality. At 320 ns, the CV is 000C1 and the state is 15. If the registers are found to be equal, the CU 
receives a high input signal for BrEq. However, if the registers are found to be not equal, the CU 
receives a low input signal for BrEq. This validation is labelled as BEQ (true) and BEQ (false) in Figure 
9, respectively. 

 
 

JAL Instruction 
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Fig. 9. Testbench simulation of B-type, BEQ 

 
The state 15 (S15) plays a crucial role in the subsequent determination of the S16 stage. At 400 

ns, the output of the CV at S16 is recorded as 1CCC0. During this time, the BrEq signal is active low, 
indicating that the registers are not equal and the condition for branching is not satisfied. On the 
other hand, when the output of CV at S16 is 02E21, it is indicated that the condition for branching is 
met. These observations confirm the proper functioning of the Control Unit in executing the BEQ 
instruction based on the provided inputs of Opcode (1100011) as in Table 6. 
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 The control sequence of BEQ operation 
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S15 BEQ x19, x20, #8 
[check] 

0 0 0 0 0 0 0 0 01 1 0 0000 1 20’hOOOC1 

S16 BEQ x19, x20, #8 
[false] 

1 1 1 0 0 1 1 0 01 1 0 0000 0 20’h1CCC0 

BEQ x19, x20, #8 
[true] 

0 0 0 1 0 1 1 1 00 0 1 0000 1 20’h02E21 

 
3.2 Synthesis and Power Gating Results 

 
During synthesis, a set of constraints was applied to evaluate the design and ensure it meets 

various requirements, such as timing constraints and power consumption. The design was evaluated 
with a timing period of 1.5 nanoseconds successfully with a positive slack of 0.09. This means that 
the design can operate at a frequency that allows for a maximum operating frequency of 666.67 MHz. 
Regarding the power consumption, the synthesis was performed twice to obtain the results; first 
without clock gating and the latter with the clock gating technique as shown in Table 7. The design 
initially consumed 112.1507 µW. After applying the clock gating technique, the power consumption 
was reduced to 91.4526 µW. This technique effectively reduces the power consumption by a total of 
18.72 %. 

 
 
 
 

 

BEQ (false) BEQ (true) BEQ (check) BEQ (check) 
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  Table 7 
  Power report after synthesis 

Power Before Clock Gating After Clock Gating 

Internal power (µW) 0.0000 25.0191 
Switching power (µW) 6.4342 7.3084 
Leakage power (pW) 1.0572e+08 5.9125e+07 
Total power (µW) 112.1507 91.4526 

 
3.3 Layout Results 

 
After the layout process, the CU occupies a total area of 354.72 mm2. It consists of 62 ports, 125 

nets, 133 cells, 128 combination cells, 5 sequential cells, 26 buffers/inverters and 21 references. 
Figure 10 shows the layout after the routing process, which determines the precise paths and 
connections between different components. It is worth noting that the layout of the CU successfully 
passed the LVS (Layout vs. Schematic) and DRC (Design Rule Check) verification without any 
violations. This indicates that the layout adheres to the specified design rules and accurately 
represents the intended circuitry. 

 

 
Fig. 10. Layout of the control unit after placement 
and routing with 37.141 x 37.141 mm2 area 

 
4. Conclusions 

 
In summary, the objective of designing, synthesizing and creating the layout has been achieved. 

The functional verification phase involved utilizing ModelSim-Intel to successfully validate all 13 
instructions across the 17 stages, ensuring the correctness of the design. Moving on to synthesis, the 
Control Unit was synthesized using Synopsys Design Compiler (DC) and achieved an impressive 
maximum operating frequency of 666.67 MHz, highlighting the design's efficiency. The clock gating 
technique proved particularly effective, which initially consumed 112.1507 µW power and is reduced 
to 91.4526 µW resulting in an 18.72 % reduction in power usage. Furthermore, the layout of the CU 
was created using Synopsys IC Compiler yielding a total area of 354.72 mm2. The successful 
completion of these stages demonstrates the meticulousness and effectiveness of the design process 
in meeting functional, timing, power and area requirements. The completion of this project marks 
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the beginning of further enhancements and integration into a larger design, as the current 
implementation only focuses on the CU component. To make improvements, the design can be 
upgraded to support the decoding of additional instructions based on the RV32I integer instruction 
set, which encompasses a total of 47 instructions. By expanding the instruction decoding capability, 
the CU can handle a broader range of operations. 
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