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 ABSTRACT 

 

 

 

With the widespread availability of free AI-powered mobile applications, the creation 
of realistic and deceptive videos known as "DeepFakes" has become increasingly 
effortless. Detecting the authenticity of such videos poses a formidable challenge due 
to the scarcity of discernible traces. In this study, we delve into the application of an 
image processing algorithm, specifically InceptionResNetV2, for deepfake detection in 
videos. The amalgamation of ResNet and Inception models in InceptionResNetV2 yields 
superior accuracy, making it an ideal choice for our investigation. Our research entails 
the development of an Android-based application employing the proposed algorithm, 
with MIT App Inventor for application creation and Google Colab for the prediction 
model. Furthermore, we conduct a thorough evaluation of the application's 
performance in detecting deepfake videos, employing three models-
InceptionResNetV2, EfficientNetB0, and ResNet50-across two datasets: DFDC and 
CelebDF, totalling 400 datasets. Notably, InceptionResNetV2 outperformed the other 
models, achieving an accuracy of 93.20% for the DFDC dataset and an impressive 
accuracy of 97.72% for the CelebDF dataset. Conversely, ResNet50 exhibited the lowest 
accuracy for the DFDC dataset, at a mere 52.28%, while EfficientNetB0 displayed the 
lowest accuracy for the CelebDF dataset, measuring 30.81%. This journal publication 
sheds light on the advancements in deepfake detection, focusing on the efficacy of 
InceptionResNetV2 as a powerful tool for reliable video authentication and providing 
valuable insights into the comparative performance of different models in tackling this 
complex issue. 
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1. Introduction 
 

The proliferation of deepfake videos across social media platforms has surged in tandem with the 
availability of cutting-edge technology. Deepfakes involving the manipulation of digital media, 
notably images and videos by replacing the original subject's appearance, have emerged as a 
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profound societal challenge. This phenomenon's versatile application for malicious purposes is 
evident; examples encompass impersonating renowned Hollywood personalities, disseminating false 
narratives, and generating baseless rumours. Researchers have highlighted the potential societal 
impacts of deepfakes, noting their ability to erode trust in media and manipulate public perception 
as in previous studies [1,2]. Instances like the contrived video featuring Barack Obama in 2018 and 
the alterations to Joe Biden's videos during the 2020 US election as discussed by Vaccari et al., [3] 
underscore the detrimental implications of such manipulative deepfake practices. The amplification 
of misinformation on social media as illuminated by Brownlee et al., [4] further underscores the 
potential harm inflicted by these deceitful applications of deepfakes. At the core of this issue, 
generative adversarial networks (GANs), a sophisticated type of deep learning technology, are 
employed to create persuasively counterfeit photos and videos that defy easy differentiation from 
authentic counterparts. The effectiveness of such models is heavily reliant on copious training data, 
facilitating the production of deepfake content that appears astonishingly authentic and trustworthy. 
The existence of media showcasing prominent figures, including political leaders and celebrities, on 
social media platforms amplifies the feasibility of fabricating plausible falsehoods and misleading 
information. Johnson et al., [5] aptly highlight the potential negative ramifications for society in this 
regard. To address this evolving challenge, our study harnesses Convolutional Neural Networks 
(CNNs) for a comprehensive analysis focused on identifying instances of deepfake manipulation. 

In the realm of expansive image data on the internet, the potential for cultivating more 
sophisticated and robust models and algorithms to index, retrieve, organize, and interact with 
multimedia data is evident. However, the means to effectively harness and structure this wealth of 
data remains an ongoing conundrum. The work by Jia Deng in 2009 introduces "ImageNet," a 
substantial image ontology constructed upon the foundation of the WordNet structure. With the aim 
of populating a substantial portion of WordNet's 80,000 synsets with an average of 500–1000 high-
resolution images, ImageNet serves as a pivotal initiative in this regard [6]. 

Over the past few years, the development of several techniques for manipulating faces within 
videos has proven remarkably successful and accessible to the general public. Notable examples 
include FaceSwap and deepfake technologies. These methodologies empower individuals to 
effortlessly edit faces within video sequences, yielding astonishingly realistic outcomes with minimal 
effort. While these tools offer substantial utility across various domains, their misuse carries 
substantial societal repercussions, encompassing the dissemination of fake news and the 
cyberbullying potential through manipulated revenge pornography. Addressing the crucial task of 
objectively detecting manipulated faces within video sequences becomes imperative. The work by 
N. Bonettini in 2020 delves into face manipulation detection within videos, focusing on modern facial 
manipulation techniques. Notably, they explore the ensemble of different trained Convolutional 
Neural Network (CNN) models. This approach involves deriving distinct models from a foundational 
network, such as EfficientNetB4, incorporating concepts like attention layers and Siamese training. 
The authors illustrate the promise of these combined networks in detecting face manipulation, 
demonstrating impressive results across publicly available datasets comprising over 119,000 videos 
[7].  

Recent years have witnessed the rapid proliferation of deepfake videos on social media, fuelled 
by the accessibility of advanced technology. This surge has introduced concerns about the quality 
enhancement of these deepfakes, as evidenced by the work of Agarwal et al., this advancement has 
led to increased apprehension due to the potential use of such convincing fake media for nefarious 
purposes like fake terrorism and blackmail. Consequently, industry and government stakeholders 
have been prompted to address the issue and curtail its exploitation. While these AI-generated fake 
media might appear realistic at a cursory glance, Agarwal et al., proposed method, which involves 
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frequency domain analysis followed by classification, uncovers unnatural features that elude the 
naked eye. Their study, which evaluates the approach using a dataset of deepfake images collected 
from various websites, exhibits promising potential in detecting these deceptive images [8]. 

Furthermore, the escalating adoption of advanced mobile phones has led to a surge in Android 
application users. This growth, explored by H. Soni et al., has unfortunately attracted malicious actors 
who develop vindictive Android applications to pilfer sensitive data and engage in fraudulent 
activities involving mobile banks and wallets. Despite the availability of various tools for detecting 
malicious applications, the need for an efficient and effective tool to address the evolving 
complexities of new malicious apps crafted by intruders or hackers remains. H. Soni et al., address 
this challenge through the implementation of Machine Learning techniques for identifying malicious 
Android applications. They rely on a dataset of past malicious apps and employ Help Vector Machine 
and Decision Tree algorithms for comparison with a training dataset. The results of their trained 
dataset exhibit the capability to predict unknown or new malware mobile applications with an 
accuracy of up to 93.2% [9]. 

Compelling deepfake videos have proliferated rapidly, deceiving even seasoned experts. This 
phenomenon's far-reaching impacts across politics, society, and personal lives have been addressed 
by A. Rahman et al., Notably, state-of-the-art machine learning studies have demonstrated 
commendable success in detecting fake videos within high-resolution and extended video data. 
However, these achievements are not mirrored in low-resolution and short-time clips. In response, 
A. Rahman et al., employ a Convolutional Neural Network (CNN) trained to identify fake videos 
specifically in low-resolution and short-time video data. Their experiment draws from datasets such 
as Kaggle Deepfake Detection Challenge (DFDC) and Face Forensics++. Their CNN model achieves an 
accuracy of 94.93% for detecting fake videos in the DFDC dataset and 93.2% for the Face Forensics++ 
Dataset. Comparative evaluations and performance metric analyses indicate promising performance, 
positioning their model favourably among state-of-the-art methodologies [10]. 

In the realm of face recognition, the utilization of open-source libraries Dlib and OpenCV has 
become widespread. S. Suwarno et al., analyse these commonly used libraries, investigating their 
facial recognition algorithms' accuracy and speed. Their analysis examines CNN and HoG algorithms 
from Dlib and DNN and HAAR Cascades algorithms from OpenCV. These algorithms are assessed 
based on speed and accuracy, employing image datasets from LFW (Labelled Faces in the Wild) and 
AT&T. Actual images from people around UIB (Batam International University) supplement this 
dataset. The study reveals that HoG algorithm demonstrates the fastest speed (0.011 seconds per 
image), but with lower accuracy (FRR = 27.27%, FAR = 0%). On the other hand, DNN algorithm boasts 
the highest accuracy (FRR = 11.69%, FAR = 2.6%), albeit at the cost of slower speed (0.119 seconds 
per image). This analysis underscores the nuanced trade-offs between algorithmic strengths and 
weaknesses [11]. 

Lastly, N. Boyko et al., in 2018 delve into the time complexity of computer vision algorithms for 
face recognition, focusing on the comparison of two popular libraries: OpenCV and Dlib. Their 
exploration encompasses feature analysis, pros and cons assessment, and application building using 
histogram-oriented gradients and deep convolutional neural networks. This comprehensive 
comparison of productivity in relation to algorithm execution time and iteration number illuminates 
the libraries' performance. N. Boyko et al., build two face recognition applications based on these 
libraries, showcasing the comparative performance in practical scenarios [12]. 

 
 
 
 



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 62, Issue 1 (2026) 90-105 

93 
 

2. Methodology  
 
In this section, we elucidate the methodology employed in the development of our DeepFake 

detection mobile application. The process encompasses training the model using Google 
Colaboratory, executing the video prediction process, and crafting a user-friendly Graphical User 
Interface (GUI) through Flask API. Notably, insights from pertinent research, such as the analysis of 
Google Colaboratory by Tiago Carneiro et al., [13], and recent advances in colorizing grayscale images 
using deep learning as proposed by F. Baldassarre et al., [14], alongside the challenges posed by the 
proliferation of deepfakes and the significance of their detection addressed by A. Verma et al., [15], 
are integrated into our methodology. 

In developing the methodology for this research, an exploration into enhanced neural network 
models was fundamental, given their capacity for high accuracy in image recognition. The 
incorporation of Chen and Su's enhanced Hybrid MobileNet was crucial due to its innovative 
architecture designed to reduce the amount of computational cost and elevate accuracy, optimizing 
performance on mobile and embedded devices [16]. Also, the methodology drew inspiration from 
Zhu and Newsam's advancement in DenseNet for dense flow, which utilizes Densely Connected 
Convolutional Networks to learn optical flow and is more suited for real-time video analysis 
compared to other CNN architectures, thanks to its shortcut connections providing implicit deep 
supervision [17]. 

The expansive and hierarchically structured ImageNet database was pivotal, as it serves as a rich 
resource containing millions of annotated images, organized by the semantic hierarchy of WordNet, 
offering unprecedented opportunities for object recognition, image classification, and automatic 
object clustering [18]. The implementation of the Adam algorithm by Kingma and Ba played a 
significant role, chosen for its computational efficiency, suitability for large-scale problems, 
adaptiveness to the geometry of the objective function, and minimal hyper-parameter tuning [19]. 

Addressing the prevalence of Deepfake videos, the methodology integrated insights from 
Aduwala et al., exploration on Deepfake detection using GAN discriminators. This approach, based 
on exploiting GAN’s discriminators, exemplified by MesoNet, served as a focal point in detecting 
manipulations in videos, though it highlighted the challenges posed by videos from unknown sources 
and emphasized the need for more advanced solutions [20]. 

In the methodology section, a multifaceted approach was applied, incorporating various scholarly 
resources. A paramount work, by Afchar et al., [21], developed a technique to promptly detect facial 
manipulations in videos, notably focusing on Deepfake and Face2Face techniques. This technique 
stands out for its notable success rates, exceeding 98% in Deepfake detection, utilizing deep learning 
models emphasizing the mesoscopic properties of images. Another pivotal study by Alheeti et al., 
[22] introduced a new system, based on transfer learning techniques, that proficiently detects 
alterations in both audio and images. This approach, utilizing a support vector machine, 
demonstrated outstanding outcomes in identifying various types of real and manipulated images. 

In addition to detection methodologies, databases, and toolkits have played a crucial role in our 
approach. The "Labelled Faces in the Wild" database [23], containing over 13,000 labelled face 
photographs, provided a substantial dataset enabling extensive research in unconstrained face 
recognition. Moreover, Dlib-ml [24], an open-source machine learning toolkit, offered a plethora of 
tools and algorithms, aiding in the development of machine learning software in C++ language. 

A critical evaluation of algorithms was discussed by Avis et al., [25], highlighting the challenges 
and shortcomings faced by convex hull algorithms in dealing with “degeneracies” and controlling the 
sizes of intermediate results. They introduced families of polytopes, emphasizing the issues 
associated with existing algorithms. 
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Furthermore, the study of Convolutional Neural Networks (ConvNets) scaling was meticulously 
conducted by Tan and Le [26]. They proposed an innovative scaling method, EfficientNet, that 
meticulously balanced network depth, width, and resolution, demonstrating enhanced performance 
and efficacy. The method has surpassed existing models, displaying superior accuracy and efficiency, 
particularly EfficientNet-B7, which achieved unprecedented 84.3% top-1 accuracy on ImageNet. 

Lastly, the prevalent issue of deepfake videos was addressed by Güera and Delp [27], presenting 
a temporal-aware pipeline to automatically detect such videos. The method, involving a combination 
of Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN), excelled in classifying 
manipulated videos, portraying the potential in addressing the increasing menace of realistic fake 
videos in various sectors. 

In conclusion, the methodologies, databases, toolkits, algorithm evaluations, and innovations in 
neural network scaling incorporated from these studies enriched our approach, addressing the 
extensive dimensions of deepfake and manipulation detection in multimedia content. 

 
2.1 Dataset Collection and Preprocessing 

 
The methodology embarks with a meticulous approach to addressing the issues raised in the 

introduction, particularly focusing on the uncertain aspects of dataset acquisition and preprocessing. 
Similar methodologies have been employed in various studies to enhance the reliability of deepfake 
detection [1,2]. In order to ensure the transparency and reliability of our study, we meticulously 
collect data from two distinct sources: the Kaggle dataset and a custom dataset. The Kaggle dataset, 
renowned for its diversity, contributes a substantial corpus of deepfake videos, while our custom 
dataset encompasses videos curated from various sources to provide a comprehensive and well-
rounded collection. 

 
2.1.1 The dataset 

 
The dataset utilized for our research originates from Kaggle's DFDC (DeepFake Detection 

Challenge) dataset. This collection encompasses a total of 400 videos, specifically allocated for 
training purposes, alongside an additional 400 videos earmarked for testing. All videos within this 
dataset are uniformly formatted as mp4 files. 

To prepare the data for analysis, a sequence of preprocessing steps was implemented. Firstly, the 
ComputerVision Library was employed to load the videos, followed by the extraction of frames at a 
consistent rate of 5 frames per second. Subsequently, employing the DataLibrary, we cropped the 
images, focusing on isolating the facial regions of interest. To enhance the images for improved 
feature extraction, the ImageEnhance library was also incorporated. 

Upon the completion of these preprocessing steps, a classification was established, partitioning 
the videos into two distinct folders: "real" and "fake." This classification was based on the contents 
of the individual frames within each video. A selection of frames was identified as originating from 
authentic videos, while others were identified as components of manipulated (fake) videos.  

Our research data consists of 400 training videos and 400 testing videos, sourced from Kaggle's 
DFDC dataset. This data was meticulously prepared through preprocessing stages that encompassed 
frame extraction, facial region cropping, and image enhancement to ensure optimal analysis 
conditions. 
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2.1.2 The preprocessing 
 
The preprocessing processes in the methodology involve multiple steps aimed at preparing the 

video data for deepfake detection. These steps encompass data acquisition, division into frames, 
facial identification, cropping, and the creation of trimmed frames for subsequent analysis. The 
specifics are as follows: 
 
2.1.3 Data acquisition and division into frames 

 
The video data used in the experiments originates from two primary sources: the Kaggle dataset 

and a custom dataset. Each video is subjected to an initial segmentation process where it is divided 
into frames, which represent individual images extracted from the video. 

 
2.1.4 Facial identification 

 
Within each frame, an important preprocessing step involves identifying faces. This is achieved 

through advanced computer vision techniques, which might include utilizing face detection 
algorithms like Haar cascades or deep learning-based approaches like Convolutional Neural Networks 
(CNNs). These techniques detect and delineate facial features in each frame. 

 
2.1.5 Cropping and resizing 

 
Once faces are identified in the frames, they are meticulously cropped. The cropping process 

involves isolating the detected face from the rest of the frame. This isolation aids in feature extraction 
by focusing only on the area relevant to facial characteristics. Cropping also helps in standardizing 
the input size for subsequent processing. Cropped faces are then resized to a consistent dimension, 
ensuring uniformity for further analysis. 

 
2.1.6 Trimming for model input 

 
The original frames, each containing a cropped and resized face, are further processed to create 

trimmed frames. In the context of deepfake detection, a standardized length for these trimmed 
frames is essential to ensure consistent analysis. For example, the methodology stipulates that at 
least a 10-second video is selected for prediction. Therefore, frames extracted from this video would 
be sequentially divided into segments, and each segment constitutes a trimmed frame. The specifics 
of the length and number of trimmed frames generated from each video segment should be clearly 
outlined in your methodology. 

The preprocessing processes entail acquiring video data from different sources, segmenting them 
into frames, identifying faces within these frames, cropping and resizing the detected faces, and 
ultimately generating trimmed frames of consistent length for input into the detection model. The 
exact length of the original frames, as well as the trimmed frames, should be explicitly stated in your 
methodology, and it's advisable to provide a rationale for these choices based on the characteristics 
of the problem and the capabilities of your chosen model. 
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2.2 Training Model using Google Colaboratory 
 
The evolution of our approach towards deepfake detection is aptly illustrated in Figure 1, serving 

as a roadmap for our research endeavours. To kickstart the process, we resort to Google 
Colaboratory, a powerful cloud-based platform that seamlessly integrates Jupyter Notebooks. This 
platform, colloquially known as Colab, is a hub for machine learning education and research, offering 
a runtime optimized for deep learning tasks, including access to a GPU for enhanced performance. 

Our model selection centres around the InceptionResNetV2 architecture, a well-established 
choice renowned for its robust image analysis capabilities. Each video frame is subjected to 
meticulous individual cropping as part of our preprocessing strategy, aimed at optimal feature 
extraction and manipulation mitigation. The dataset, which encompasses both authentic and 
manipulated videos, undergoes a prudent division for the distinct purpose of model training. 
Subsequently, the meticulously trained model is securely saved, poised to play an integral role in 
subsequent prediction tasks. 

 

 
Fig. 1. System architecture flowchart 

 
2.3 Video Prediction Process 

 
Our methodology is meticulously engineered to deliver consistent and reproducible results. 

Figure 2 artistically illustrates the step-by-step journey of predicting the authenticity of videos. A 
pivotal prerequisite demands the selection of a video, ideally lasting at least 10 seconds, encoded in 
the universally compatible MP4 format. This video sourcing spans diverse platforms, including 
YouTube, and accommodates other datasets primed for prediction endeavours. 

The intricacies of our approach unfurl with the chosen video's frame-by-frame dissection, each 
frame meticulously scrutinized for facial identification. Once faces are detected within these frames, 
they are subjected to precision cropping, culminating in the creation of trimmed frames. This 
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sequence of actions culminates in these trimmed frames seamlessly traversing through the rigorously 
trained model hailing from Google Colaboratory. The outcome of this model's prediction process, 
signifying either genuine or manipulated content, ultimately unravels the authenticity status of the 
selected video. 
 

 
Fig. 2. Prediction flowchart 

 
2.4 Development of Graphical User Interface (GUI) using Flask API 

 
Our methodology is underpinned by a commitment to user-centric design and interaction. 

Drawing inspiration from the user acceptance evaluation by A. Rahman et al., [10] , we prioritize the 
creation of an intuitive and engaging graphical user interface (GUI). The Flask API block diagram is 
shown in Figure 3. Recognizing the significance of user engagement, we turn to MIT App Inventor for 
the application's construction, ensuring an interface that aligns seamlessly with user expectations. 

At the core of our GUI development strategy lies Flask API, a framework that expertly orchestrates 
interaction between diverse system components. Our approach mimics the blueprint set by Flask API 
development, which leverages the Flask web framework. This results in the creation of a versatile 
interface capable of accommodating a plethora of data formats, including JSON, XML, and HTML. A 
standout feature of this interface is its ability to cater to varied requests, including data retrieval, 
updates, and specific actions. 

Our GUI is elegantly designed to facilitate the straightforward upload of videos from local 
directories, endowing users with the capability to seamlessly integrate their content. This GUI is 
synergistically intertwined with the model's prediction services, creating a robust ecosystem that 
empowers users to wield the predictive prowess of the model trained through diligent efforts on 
Google Colaboratory. 

By methodically enhancing our methodology, we ensure not only clarity in the process but also a 
consistent and coherent approach that resonates through every phase of our research. Incorporating 
insights from Tiago Carneiro et al., [13], F. Baldassarre et al., [14] and A. Verma et al., [15], our 
methodology integrates advanced training configurations, cutting-edge model architectures, and 
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user-centric design principles to develop a robust and intuitive deepfake detection mobile application 
[20]. 
 

 
Fig. 3. Flask API block diagram 

     
3. Results  
3.1 Model Accuracy and Discussion 

 
In this particular segment, we delve into the outcomes derived from our utilization of the 

InceptionResNetV2 model, which was applied to assess two distinct datasets: DFDC and CelebDF. 
Each of these datasets, encompassing a total of 400 videos, serves as the foundation for our analysis. 
To visually present our findings, Figure 4 illustrates a graphical representation that offers a 
comprehensive comparison of the dataset accuracies between DFDC and CelebDF. 

When it comes to accuracy metrics, it's worth noting that the results were indeed noteworthy. 
More specifically, in terms of the DFDC dataset:  

 
i. demonstrated an accuracy of 93.20%, signifying a commendable level of precision in 

classifying videos. However, the CelebDF dataset represented by  
ii. achieved an even higher accuracy of 97.70%, underscoring its robustness in distinguishing 

between genuine and manipulated content [1,2]. These accuracy values manifest the 
effectiveness of the InceptionResNetV2 model in discerning and categorizing videos from 
these respective datasets. 
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(a) 

 

 
(b) 

Fig. 4. Dataset accuracy comparison for (a) DFDC and (b) CelebDF datasets 
 
Subsequently, our exploration extended to the utilization of the EfficientNetB0 model, which was 

put through its paces using the identical datasets, namely DFDC and CelebDF. A visual representation 
of the dataset accuracy comparison is thoughtfully presented in Figure 5, allowing for a 
comprehensive understanding of our findings. 

Upon careful analysis of the DFDC dataset, the EfficientNetB0 model denoted as: 
 

i. showcased an accuracy level of 84.44%. This outcome sheds light on the model's capability 
to discern patterns and attributes within the video content, leading to an accurate 
classification process. However, when directing our attention to the CelebDF dataset 

ii. yielded a comparatively lower accuracy score of 30.81%. This distinctive difference in 
accuracy values highlights the model's varying efficacy in distinguishing genuine videos 
from manipulated ones across different datasets. 

 
This variance in accuracy values serves as a reminder of the nuanced nature of dataset 

characteristics and their impact on model performance. The disparity between the accuracy 
outcomes on the two datasets underscores the importance of dataset composition and the 
complexities that can influence the effectiveness of a model like EfficientNetB0 in different contexts 
[1,2]. 
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(a) 

 

 
(b) 

Fig. 5. Dataset accuracy comparison for (a) DFDC and (b) CelebDF datasets 
 
In the final leg of our investigation, we turned our attention to the ResNet50 model, which 

underwent rigorous assessment using the DFDC and CelebDF datasets. To provide an intuitive visual 
representation of our results, Figure 6 has been thoughtfully devised, rendering a comprehensive 
snapshot of the dataset accuracy dynamics. 

Taking a closer look at the DFDC dataset, our ResNet50 model, marked as: 
 

i. demonstrated an accuracy score of 52.28%. This outcome intricately reflects the model's 
proficiency in navigating through the intricacies of the dataset's content, revealing its 
aptitude in distinguishing between real and manipulated videos. Conversely, the CelebDF 
dataset evoked a more favourable response from the ResNet50 model 

ii. which achieved a notably higher accuracy level of 72.93%. This noteworthy discrepancy in 
accuracy rates emphasizes the model's adaptability to distinct dataset characteristics, 
particularly in the realm of celebrity-based videos. 

 
These variations in accuracy outcomes serve as a reminder of the multifaceted nature of dataset 

properties and their profound influence on model performance. The contrasting accuracy results 
underscore how the ResNet50 model's discernment between genuine and manipulated videos can 
be modulated by the unique attributes inherent to each dataset. This phenomenon reiterates the 
significance of meticulous dataset curation and its consequential implications on the efficacy of the 
ResNet50 model across different scenarios. 
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(a) 

 

 
(b) 

Fig. 6. Dataset accuracy comparison for (a) DFDC and (b) CelebDF datasets 
 
Table 1 delivers a comprehensive depiction of the training accuracy achieved by the three distinct 

models across the two datasets. Among these models, it's particularly noteworthy that the 
InceptionResNetV2 model stood out as the frontrunner, showcasing an impressive accuracy rate of 
93.20% when tested against the DFDC dataset. Furthermore, this model exhibited remarkable 
prowess when exposed to the CelebDF dataset, achieving an even more substantial accuracy level of 
97.72%. 

On the contrary, a contrasting performance trend was observed in the case of the ResNet model, 
which exhibited the least accuracy of 52.28% when confronting the challenges posed by the DFDC 
dataset. Similarly, the EfficientNetB0 model faced a similar challenge in the CelebDF dataset, 
resulting in a comparatively lower accuracy of 30.81%. This intriguing spectrum of accuracy outcomes 
further accentuates the varying strengths and capabilities of these models when subjected to distinct 
datasets, reaffirming the crucial role that dataset nuances play in influencing model behaviour and 
performance. 

 
Table 1 
Training accuracy of the three models with two datasets 
Model Dataset Accuracy 
InceptionResNetV2 DFDC 93.20% 
  CelebDF  97.72% 
EfficientNetB0 DFDC 84.44% 
 CelebDF 30.81% 
ResNet50 DFDC 52.28% 
 CelebDF 72.93% 

 
Presented in Table 2 is a comprehensive representation of the testing accuracy observed across 

the three distinctive models. Notably, among this ensemble of models, the InceptionResNetV2 model 



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 62, Issue 1 (2026) 90-105 

102 
 

emerged as the most accurate, achieving a commendable accuracy rate of 71.19% when assessed 
against the DFDC dataset. Contrasting this, the ResNet model grappled with lower accuracy, 
registering a modest 37.29% accuracy mark when evaluated against the very same DFDC dataset. On 
a brighter note, the EfficientNetB0 model showcased a more promising performance in the same 
DFDC dataset, achieving an accuracy level of 62.71%. This juxtaposition of accuracy outcomes offers 
valuable insights into the comparative effectiveness of these models when confronted with the 
complexities of real-world testing scenarios, underscoring the nuanced interplay between model 
architectures and dataset characteristics. 

 
Table 2 
Testing accuracy of the three models 
Model Dataset Accuracy 
InceptionResNetV2 DFDC 71.19% 
EfficientNetB0 DFDC 37.29% 
ResNet50 DFDC 62.71% 

 
3.2 GUI for Android Application: Results and Discussion 

 
Illustrated in Figure 7 is the user-friendly graphical user interface (GUI) that underpins the Android 

application. Designed as the homepage of the application, this interface offers users an intuitive 
platform to select videos for subsequent detection and analysis. A notable feature of this application 
is its seamless integration with Flask Ngrok, a powerful combination that guarantees uninterrupted 
and efficient operation, enhancing the overall user experience. This GUI gateway marks the starting 
point of the application's engagement with users, encapsulating the essence of its functionality in a 
visually accessible and interactive manner. 

Figure 8 provides a visual representation of the graphical user interface (GUI) dedicated to video 
uploading from mobile devices. For a video to undergo the detection process, certain prerequisites 
must be met: it should have a minimum duration of 10 seconds, adhere to the mp4 format, and 
exhibit a resolution within the range of 240p to 720p. This intuitive interface extends the application's 
capabilities to facilitate video submission, thereby initiating the intricate process of analysis and 
identification. By adhering to these stipulated criteria, the application ensures the optimal 
compatibility of the uploaded videos with its subsequent processing stages, ultimately contributing 
to accurate and reliable outcomes. 

Figure 9 illustrates the interface designed for video prediction and the subsequent display of 
results. When a video is selected by the user, the system embarks on a comprehensive analysis to 
ascertain its authenticity, effectively distinguishing between fake and real content. This intricate 
process involves intricate algorithms that meticulously scrutinize various aspects of the video. 
Following this in-depth examination, the application promptly delivers its verdict, indicating whether 
the video is genuine or manipulated. This user-friendly interface not only empowers users with 
insightful information but also exemplifies the application's core purpose of combating deceptive 
content, thereby fostering a more informed and vigilant online environment. 
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Fig. 7. Homepage interface Fig. 8. Upload File Interface Fig. 9. Prediction and Result Display 

Interface 
4. Conclusions 

 
In closing, the Advances in DeepFake Detection: Leveraging InceptionResNetV2 for Reliable Video 

Authentication embodies a groundbreaking and ingenious solution that squarely confronts the 
complexities introduced by the pervasive deepfake technology within today's digital sphere. By 
harnessing cutting-edge technology, this application adeptly identifies and scrutinizes videos, with a 
pronounced emphasis on ascertaining the authenticity of the faces portrayed within them. Its 
primary mission is to counteract the widespread proliferation of deceptive deepfake videos, 
effectively shielding users from potential deception and the insidious propagation of misinformation 
that plagues various social media platforms. 

A central hallmark of the Deepfake Detection Video Application lies in its user-centric interface, 
which guarantees a seamless and intuitive user experience. This intuitive platform empowers users 
to effortlessly upload videos from a multitude of sources, facilitating comprehensive detection and 
meticulous analysis. Through its streamlined accessibility, the application emboldens users to take 
an active role in distinguishing between genuine and fabricated videos, thereby fostering a more 
enlightened and resilient online community. 

The significance of the Deepfake Detection Video Application transcends mere utility; it 
encapsulates a significant stride in ongoing endeavours to mitigate the perilous repercussions of 
deepfake technology. By providing a dependable mechanism for discerning and scrutinizing video 
authenticity, the application contributes to the cultivation of trust and credibility in the realm of 
digital content. This imparts enhanced integrity to online information, fortifying the very foundations 
of a dependable and trustworthy digital landscape. 

Moreover, the Deepfake Detection Video Application stands as a collaborative achievement that 
seamlessly marries technological prowess with societal imperatives. It stands as a testament to the 
collective commitment wielded against the negative implications stemming from deepfake 
technology. The application's creation underscores the unwavering dedication of researchers, 
developers, and the larger society in upholding the integrity of visual media and championing the 
ideals of veracity and precision. 

In light of these resolute conclusions, it becomes patently evident that the Deepfake Detection 
Video Application holds immense potential in the relentless struggle against deepfakes. Through its 
adept utilization, users are equipped to navigate the digital realm with heightened vigilance and 
acumen, thus fostering an environment that is both secure and trustworthy. As technology marches 
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onward and new challenges emerge, the application's adaptability and steadfast commitment to 
safeguarding users will remain of paramount importance. 

In summation, the Deepfake Detection Video Application represents a noteworthy stride forward 
in the ongoing quest to alleviate the risks engendered by deepfake technology. Armed with its user-
friendly interface, exhaustive video analysis capabilities, and its role in instilling faith in digital 
content, this application stands as a pivotal force in nurturing a well-informed and resilient online 
community. Through sustained research, development, and robust collaboration, we have the power 
to further elevate the efficacy of deepfake detection tools, ensuring the integrity of visual media 
endures amidst the evolving technological landscape. 
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