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 ABSTRACT 

 

 

 

The Myers-Briggs Type Indicator (MBTI) is a personality test that is globally accepted 
and used as a method for identifying personality. MBTI uses a four-factor linear model 
to characterize a person's behaviour patterns. This feature is often used to pursue 
career opportunities, make decisions, manage leadership, and deal with stress. In 
particular, MBTI personality prediction has been widely conducted and well performed 
using Recurrent Neural Network (RNN) based on Twitter data because it indirectly 
reveals most of a person's personality through their tweets. However, deep 
understanding is needed in building RNN-based solutions. Hence it will take a lot of 
time and resources to produce an excellent model architecture and the parameters 
used. Therefore, this study proposed the Auto Machine Learning (AutoML) method 
with a pre-defined search space to determine the correct model architecture and 
hyperparameters based on the results of data analysis. Thus, the search algorithm can 
exploit environments with suitable configurations in general. There are two pre-
defined search spaces employed in this study, i.e. (i) two RNN algorithms, including 
Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU), and (ii) pre-trained 
Word2Ves as word embedding. In addition, this study compares the model's 
performance that employs preprocessing and raw data (without preprocessing). The 
first result shows that the preprocessing increases the F1-Score values for LSTM and 
GRU by 2.35% and 2.02%, respectively. Subsequently, the LSTM outperformed GRU by 
the values of F1-Score at 0.35% and accuracy at 0.76%. The implementation of LSTM 
with pre-processed data in pre-defined AutoML with Word2Vec as a word embedding 
technique can provide good performance on long and complex data sequences such as 
Twitter data for predicting its user personality. 
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1. Introduction 
 

Personality is the overall pattern of individual behaviour, emotional and cognitive which is a 
prominent feature in interacting with other individuals. Personality also refers to adaptive qualities 
and behaviours, including traits, interests, abilities, and emotional patterns [1]. Knowing personality 
can help pursue better career opportunities [2] and improve weaknesses that exist in an individual.  

In addition, at work, a person can arrange his work most appropriately, including managing time, 
solving problems, approaching decision-making, and dealing with stress [3]. One of the most widely 
used instruments for understanding and predicting a person's personality is the Myers Brings Type 
Indicator (MBTI). MBTI is also widely discussed on social media because users usually share the 
results of the MBTI personal test on their social media. MBTI uses a four-factor linear model of four 
pairs of psychological preferences to predict personality [4]. The pair is E (Extrovert) or I (Introvert), 
N (Intuitive) or S (Sensing), F (Feeling) or T (Thinking), and J (Judging) or P (Perception). 

The evolution in the technological sphere towards the participation of large numbers of users is 
fuelling the study of personality in the computing environment. In particular, Twitter has become a 
popular social networking medium for automatically predicting MBTI personality. Twitter is 
considered a medium for conveying ideas and interactions between individuals. It indirectly reflects 
their attitudes, behaviour, and personality [5]. Research about predicting MBTI personality has 
become a growing topic in natural language processing. Several studies have been conducted 
regarding the automatic prediction of personality. Research conducted by Marouf et al., [6], Nisha et 
al., [7], and Zumma et al., [8] focuses on syntax and text lexicon and then uses shallow learning as a 
classifier. The use of deep learning, such as in research by Kumar et al., [9], Majima and Markov [10], 
and Naik et al., [11] has been able to overcome the problem of feature extraction in shallow learning, 
where deep learning can extract features automatically [12,13]. However, the process of building 
deep learning solutions requires depth theoretical knowledge of the appropriate model architecture, 
as well as its implementation in a computing environment. Experiments are often carried out using 
the trial-error method to determine appropriate model architecture using hyperparameters as an 
optimization, which causes long computing times with extensive resources. Those problems can be 
overcome using the Auto Machine Learning (AutoML) method.  

AutoML automates model selection and hyperparameter tuning by encapsulating the process 
from raw data set to a trained model [14]. At first, AutoML will analyse the input data to build a 
search space and common hyperparameter values. Then, the search algorithm will determine the 
hyperparameters values that have high performance. One of the AutoML libraries for deep learning 
is AutoKeras [15]. Compared to other AutoML libraries such as Auto-PyTorch [16] for structured data 
tasks or AutoGluon [17], which includes a tree-based model, AutoKeras search space specifically 
optimized for raw data types and focused on deep learning, also fully compatible with the Tensorflow 
and Keras ecosystems. The search algorithm on AutoKeras requires initial configuration to identify 
the type of task to be completed. Configuration on model selection and hyperparameters settings in 
AutoKeras generally uses black-box optimization. However, instead of using black-box, searches can 
be implemented with pre-defined search algorithms from search space configured with parameters 
that are known to perform well in general. The goal is that the search algorithm will continue to 
exploit the better configuration environment. Based on the description above, this study will predict 
personality using the pre-defined AutoML model for Twitter users with a binary classification 
approach. 
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2. Literature Review 
2.1 MBTI Personality 

 
Personality is the totality of thoughts, feelings, and behaviours, consciously and unconsciously. 

Knowing personality can help pursue better career opportunities and seek to identify and improve 
weaknesses. One of the most widely used personality tests today is the Myers-Briggs Type Indicator 
(MBTI) [18]. The MBTI is known for its accuracy and ease of use. MBTI describes personality based on 
what people have in mind.  

As previously explained, the MBTI uses a four-factor linear model to characterize a person's 
behaviour patterns, namely E/I, N/S, F/T, and J/P. The first pair of psychological preferences, E/I, 
relates to sources of psychic energy. N/S relates to one's way of seeing the world, F/T relates to 
decision-making, and J/P relates to one's view of the world. The number of MBTI personality types is 
16, a combination of 4 aspects [4]. For example, if someone's personality type is INFP, then it takes 
descriptive from "I," "N," "T," and "P." As explained before, the MBTI personality is obtained by 
combining four aspects. In computational science, this can be analysed using a binary classification 
approach by identifying each pair of aspects in each data. MBTI's pair of psychological preferences 
then underlies solving the problems in this study using the binary classification approach. 

 
2.2 Related Work 

 
Research on Personality prediction based on MBTI personality types through computational 

techniques can assist many sectors in understanding social media users. These studies will be briefly 
reviewed here. Zumma et al., [8] researched predicting the personality of Twitter users using the 
MBTI dataset, which consists of 16 type categories. The 16 categories are then classified into four 
personality traits from the input text. Namely E/I, N/S, F/T, J/P. This study used six different types of 
machine learning classifiers in the experiment. The model evaluation shows that Support Vector 
Machine (SVM) performs best.  

The binary classification approach in predicting the personality of Twitter users is also applied to 
research by Kumar et al., [9]. The research data was taken directly using the Twitter API and labelled 
based on the shared MBTI personality type results. Although the MBTI results are confidential, many 
individuals openly share them in the media in various ways. The study used the XGBoost algorithm 
and reaped more than 80% yield. The use of deep learning in predicting the personality of Twitter 
users in the scope of Indonesian was carried out by Jeremy and Suhartono, [5]. The research predicts 
Big Five Personalities using RNN methods such as LSTM and GRU and has shown that the best 
evaluation result in the f1-score is 82.7% for the extroversion class. In contrast, the average for five 
personality classes in the f1-score is 69.76%. In addition, the resulting model was obtained based on 
Twitter data from 508 Twitter users and 100 tweets for each user. 

 
3. Research Methodology 

 
This section explains the detailed information about step by step used in this study, as illustrated 

in Figure 1. The study begins with the preparation of the dataset. The dataset will be collected and 
labelled manually. Then preprocessing is carried out to reduce noise and prepare the dataset. 

The input data for creating the AutoML model consists of two types: data after preprocessing and 
raw data without initial preprocessing, considering that the AutoKeras library accepts input as raw 
data. Before the data is trained, the search space will be defined first and used in model selection 
and hyperparameter tuning in AutoKeras. Then the algorithm will exploit the configuration 
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environment that has been defined. The best model chosen will be evaluated using a confusion 
matrix to determine performance. The pipeline for the text classification task on AutoKeras is similar 
to the pipeline in general. However, each step is simplified by automation and the hyperparameters 
used. If the user does not specify a required variable, AutoML will fill it in automatically. A detailed 
description of each stage can be seen in the following sub-sections. 

 

 
Fig. 1. Research methodology 

 
3.1 Dataset Collection and Labelling 

 
First, the data used in this study amounted to 5120 Indonesian Twitter users crawled using the 

Python library, namely tweepy from Twitter API. Each user consists of 200 tweets. The crawled 
dataset is a dataset with one personality type label. The data were manually labelled into 16 MBTI 
personality types based on the results of personality types shared by Twitter users. Following the 
binary classification approach, the labels in the dataset that have been collected are divided into four 
pairs of psychological preferences which consist of Introversion (I) or Extraversion (E), Intuition (N) 
or Sensing (S), Feeling (F) or Thinking (T), and Perceiving (P) or Judging (J). 

 
3.2 Data Preprocessing 

 
The purpose of preprocessing is to remove noise from the data so that the data is ready to be 

entered into the model. The following are preprocessing steps in this study as follows in Figure 2.  
 

 
Fig. 2. Preprocessing steps in this study 

 
Based on Figure 2, this study involves several preprocessing steps. The first step is removing 

Twitter's special characters, including URLs, mentions, and hashtags, in a tweet. Convert expression 
symbol based on the expression dictionary from Cahyaningtyas et al., [19]. Case folding converts all 
text letters to lowercase. Then, the dataset will be clean of special characters except for letters, 
numbers, and hyphens, because that characters will be used in normalization. Normalization is 
changing slang words into standard forms based on the Colloquial Indonesian Lexicon Dictionary by 
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Salsabila et al., [20]. After the normalization number is removed, remove stopwords, where 
stopwords are common words and rarely represent a particular class.  

Stemming is hanging affixed words into essential words. Tokenization divides sentence into words 
based on spaces, tabs, or enter. Lastly, the padding process of equalizing the length is because deep 
learning requires the same input length. This study will then compare the performance results of the 
model trained with the dataset that has been pre-processed and the dataset without preprocessing. 
The goal is to see if AutoML can generate good-performing models even without preprocessing. 

 
3.3 Automatic Machine Learning (AutoML) 

 
Machine learning methods differ in solving different problems. This problem causes many 

resources needed to determine a suitable architectural model and optimal hyperparameters 
according to the problem being solved. AutoML can overcome this problem by specifying an auto-
learning configuration within a time limit. AutoML enables accelerating machine learning research, 
improving performance, and implementing efficiently. One of the AutoML methods in the scope of 
deep learning is AutoKeras. AutoKeras is a library developed based on Tensorflow and Keras. 
AutoKeras implements based on search space and search algorithms. AutoKeras input data is raw 
data, then produces output as a trained model.  

In general, the search algorithm in AutoKeras was applied as black-box optimization, which 
performs random searches based on the input data analysis results. However, instead of doing this 
method, AutoKeras can also implement a specific pre-defined search space in the search algorithm 
[15]. The goal is to take advantage of prior knowledge, perform a search, and exploit the scope of a 
suitable configuration. Specific pre-defined in AutoKeras are implemented into building blocks that 
connect input data to neural network blocks. Figure 3 shows the representation of the AutoKeras 
building blocks used in this study for the search space configuration.  

 

 
Fig. 3. The architecture of pre-defined AutoML used in this study 

 
Based on Figure 3, the input text will be defined first. Text will be vectorized and weighted in the 

embedding process using pre-trained Word2Vec. The embedding results will be classified using the 
RNN block, which consists of LSTM and GRU. AutoKeras, in determining the optimized model, the 
search is carried out in iterations, and the user determines the number of iterations. Figure 4 shows 
the AutoML process in AutoKeras. After the data is initialized, fitting is an iterative process in three 
steps, according to [21]. 
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Fig. 4. AutoML process of the AutoKeras 

 
First, AutoML will select a pipeline, classifier, and previously defined word embedding that will 

be selected from the search space based on the search algorithm from AutoML. The pipeline is then 
trained and evaluated to obtain its classification accuracy. The search algorithm will be updated 
based on the performance of the previously explored pipeline to become more efficient. After 
reaching the maximum number of iterations, the best pipeline will be found and retrained on the full 
dataset to get the final solution. 

The Hill climbing algorithm by Elsken et al., [22] is implemented by AutoKeras in the search 
algorithm to determine the best pipeline. Hill climbing is an algorithm that continues to move 
continuously and will end if it finds the peak of the solution. As shown in Algorithm 1, the search 
process in AutoKeras starts with configuring the number of evaluations in the search algorithm (𝑡) 
and 𝑚 the number of pre-defined configs in the search space. The pre-defined value of the search 
space is used to select the best hyperparameters. The parameters will be converted into sub-modules 
arranged hierarchically. Only one sub-module is selected in each mutation, and then the 
hyperparameter value is resampled. Submodules can be a single hyperparameter, a layer, or a 
complete model. Evaluation is carried out on each selected sub-module. The best evaluation will be 
stored and continue until the total number of evaluations ends.  

 
Algorithm 1 The Search algorithm of AutoKeras 
for 𝑖	 ← 1 to 𝑡 do 
if 𝑖 ≤ 𝑚 then 
eval (𝑖th pre-defined hp) 
else 
eval(mutate(get_best_hp()) 

 
3.4 Pre-Trained Word2Vec 

 
Word embedding is a word mapping technique based on existing dictionaries for those containing 

real numbers. It is because the neural network cannot accept the input string. The words are 
converted into vector space [5]. This process will convert strings into vectors that can be input for 
deep-learning architectural models. In this study, the word embedding method is Word2Vec. 
Word2Vec can learn the representation of the group of words and then group similar words with the 
same vector. Because of that Word2Vec can efficiently utilize and train more data. Word2Vec models 
in this study used pre-trained word2vec developed by Google and were trained using the Google 
News dataset with a word count of over 11 billion words.  

 
 
 
 



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 62, Issue 1 (2026) 106-118 

112 
 

3.5 Long Short-Term Memory (LSTM) 
 
The classification method that will be used to build the personality prediction model is LSTM. 

LSTM is a deep learning method developed from the RNN architecture. RNN has a long-term 
dependency problem and missing gradient [23], but LSTM can solve that problem through the 
presence of memory cells and gate units (input gate 𝑖!, forget gate 𝑓!, and output gate 𝑜!). Figure 5 
displays the LSTM network architecture. 

LSTM has long-term memory and can process sequence data using a gate vector at each position 
to control the passage of information along the sequence. The input gate is the gate that determines 
the input value to be activated in the cell state. Forget gates determine whether some information 
needs to be removed from the cell. Meanwhile, the output gate is a gate that determines output 
based on input and memory cells for each timestamp 𝑡. 
 

 
Fig. 5. LSTM architecture 

 
3.6 Gated Recurrent Unit (GRU) 

 
GRU is a modification of the RNN network. The architecture of GRU is different from LSTM. GRU 

simplifies LSTM but retains the ability to remember extended timestamps [24]. Several parameters 
in the LSTM are omitted, such as merging the input gate and forget gate to become an update 𝑧!. 
Another important gate in GRU is the reset gate 𝑟!, which helps determine how much the state value 
of the previous time stamp affects the current timestamp output value. The structure of the GRU 
algorithm can be seen in Figure 6 below. To calculate the output, GRU does a weighted sum between 
the activation input from the current timestamp and the output state from the previous timestamp.  

 

 
Fig. 6. GRU architecture 

 
 
 
 



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 62, Issue 1 (2026) 106-118 

113 
 

3.7 Training and Evaluation 
 
As previously defined, the training and testing process uses AutoML with the AutoKeras library 

with pre-defined search space for model building and hyperparameters, according to Figure 3. The 
input data consists of two, tweet data that have been pre-processed and pure tweet data from 
crawling without preprocessing. Furthermore, the data is divided into 90% development and 10% 
testing data. Then, development data is divided into 90% training and 10% validation data. 

The data will be trained and evaluated for four label pairs E/I, N/S, F/T, and J/P. The training 
process will use a small scale (20 epochs) and the maximum number of trials is 4. Furthermore, batch 
size hyperparameters with values (16, 32, 64, 128) are also used for optimization. The last stage is 
carried out to measure the performance result of the model. Calculation performs using a confusion 
matrix. Its matrix describes the performance of machine learning. 

The confusion matrix consists of rows and columns that provide information about the predicted 
class. Some metrics to evaluate the performance of a classification model are accuracy, precision, 
recall, and f1-score. The formula for these metrics can be seen in Eq. (1), Eq. (2), Eq. (3) and Eq. (4), 
respectively. TP represents true positive, TN is true negative, FP is false positive, and FN is false 
negative. 

 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 	 "#$"%

"#$&%$&%$"%
 (1) 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 	 "#

"#$&#
 (2) 

 
𝑅𝑒𝑐𝑎𝑙𝑙 = "#

"#$&%
 (3) 

 
𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = '×)*+,--×#.*+/0/12

)*+,--$#.*+/0/12
   (4) 

 
4. Result and Discussion 

 
As explained before, this study will compare the performance of customized AutoML in handling 

input data in the preprocessing stage and raw data without initial preprocessing. This study uses a 
binary approach to predict MBTI personality. The four binary classes are E/I, N/S, F/T, and J/P. Since 
this study evaluates four different batch size values for each type of binary classification, the results 
shown in this section are the average value of the four performances produced by each batch size. 
The experimental results for LSTM and GRU for each binary classification can be visually seen in Figure 
7 and Figure 8, respectively. 

Based on Figure 7, the classification models built using LSTM with preprocessing stage generally 
provide better performance for the F1-Score and Precision values in the three binary classifier 
categories, namely E/I, N/S, and F/T. However, the opposite condition is found in the J/P binary 
classifier for F1-Score and Precision values. In addition, the J/P binary classifier with Preprocessing 
provides better performance for Recall values. In this study, "E," "N," "F," and "J" was assigned as 
positive classes, while "I," "S," "T," and "P" was assigned as negative classes. Therefore, the high 
Recall value for J/P binary classifier means the classifier has a good ability to classify the "J" class and 
rarely misclassifies a person with a "J" personality as someone with a "P" personality. The 
performance of the binary classifier on the J/P dimension tends to have a different pattern from the 
other dimensions and the lowest F1-Score value for the model built based on pre-processed data. It 
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is caused by signals that can be used to identify J/P dimensions on Twitter that are very difficult to 
find, which aligns with previous research by Stajner and Seren [18]. 
 

 

 

 
(a)  (b) 

   

 

 

 
(c)  (d) 

Fig. 7. Evaluation result of LSTM (a) Accuracy, (b) F1-Score, (c) Precision, (d) Recall 
 

On the other hand, this condition does not appear in the implementation of the GRU, as depicted 
in Figure 8. The F1-Score value for all binary classifier models gives the best results when the classifier 
model is built based on pre-processed data. It is caused by, as mentioned before, GRU having a 
simpler architecture in terms of fewer parameters and fewer gates compared to LSTM [24]. These 
conditions made GRU less powerful and less adaptable to complex data without preprocessing. 
Nonetheless, GRU has the advantage of a more efficient processing time. However, based on the 
Precision value, it can be seen that the preprocessing gives a performance decrease of 0.87% in the 
E/I binary classifier. It is because linguistic signals in tweets made by people with dominant "E" 
personalities use intensifiers and exclamation points to express their feelings [18]. Those marks will 
be removed at the preprocessing stage, so there is no discriminating information between 
dimensions "E" and "I." It increases errors in classifying class I as class E. 
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(a)  (b) 

   

 

 

 
(c)  (d) 

Fig. 8. Evaluation result of GRU (a) Accuracy, (b) F1-Score, (c) Precision, (d) Recall 
 
Furthermore, Table 1 and Table 2 present the average values of all binary classifiers for both 

models developed based on LSTM and GRU, respectively. The two tables are intended to provide a 
general understanding of the effect of applying the preprocessing stage for the binary classifier 
approach using LSTM and GRU for personality detection. 

 
Table 1 
Average of LSTM experimental result 

Label Accuracy (%) F1-Score (%) Precision (%) Recall (%) 
Preprocessing Preprocessing Preprocessing Preprocessing 
Without With Without With Without With Without With 

E/I 50.64 52.44 64.29 69.67 48.11 55.93 53.50 52.66 
N/S 51.76 52.78 65.09 69.53 49.79 56.20 47.57 52.97 
F/T 53.17 52.88 65.24 67.72 52.00 53.47 51.06 61.90 
J/P 54.05 52.01 68.99 66.06 57.50 51.33 49.35 52.67 
Avg 52.41 52.53 65.90 68.25 51.85 54.23 50.37 55.05 

 
Based on Table 1, implementing the preprocessing stage in forming a binary classifier model using 

LSTM generally performs better than not implementing the preprocessing stage. The increase in the 
average accuracy value, F1-Score, Precision, and Recall, is 0.12%, 2.35%, 2.38%, and 4.68%, 
respectively. The pre-processed input is cleaner and has a more consistent data structure, making it 
easier for the classifier to classify or result in good performance. Furthermore, the magnitude of the 
increase in F1-Score and Precision has an almost similar range. However, a significant increase 
occurred in the Recall value, which reached a value of 4.68%. 
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Table 2 
Average of GRU experimental result 

Label Accuracy (%) F1-Score (%) Precision (%) Recall (%) 
Preprocessing Preprocessing Preprocessing Preprocessing 
Without With Without With Without With Without With 

E/I 53.17 50.88 66.04 67.27 52.57 51.70 63.39 53.85 
N/S 49.71 52.54 65.43 65.99 48.45 51.63 52.97 61.83 
F/T 50.68 52.25 68.73 70.41 53.88 57.13 30.51 47.66 
J/P 47.80 51.42 63.30 67.91 44.66 54.39 57.91 39.58 
Avg 50.34 51.77 65.88 67.90 49.89 53.71 51.20 50.73 

 
In contrast, the results of Table 2 show that the application of the preprocessing stage in forming 

a binary classifier using GRU only gives the best performance on accuracy, F1-Score, and Precision 
values. The magnitude of the increase in accuracy, F1-Score, and Precision values compared to the 
model that was not pre-processed reached 1.43%, 2.02%, and 3.82%, respectively. However, the 
opposite result appears on Recall. The average value of Recall impairment is 0.47%. A significant 
decrease in recall of E/I and J/P dimensions causes the impairment of average recall for all 
dimensions. 

Furthermore, the performance comparison between the classification models built using LSTM 
gives better results than GRU. LSTM produces F1-Score and Accuracy values of 68.25% and 52.53%, 
respectively. In comparison, GRU produces F1-Score values and accuracy of 67.9% and 51.77%. The 
increase in the value of the F1-Score is 0.35%, while the increase in accuracy is 0.76%. As mentioned, 
this study collected 200 tweets for each user, with 5120 Twitter users as the dataset. Therefore, the 
data is quite complex to classify by the generated classifier model. LSTM is a model that can deal with 
complex and lengthy sequences datasets since it has more parameters and gates to capture complex 
patterns in the data. Compared to the previous study by Jeremy and Suhartono [5], which achieved 
an average F1-score of 69.76%, this study has a lower average F1-score of 68.24%. However, previous 
research [5] used the OCEAN model, which in the case of a multi-class classification task, has a smaller 
number of classes when compared to the MBTI model applied to this study.  

Subsequently, the performance of each classification algorithm (LTSM and GRU) will be 
compared. Figure 9 compares the performance of the LSTM and GRU at each batch size. It can be 
seen that LSTM with preprocessing results in the best F1-Score for binary classification with 
personality dimensions E/I and N/S for all batch values, whereas the best F1-Score for binary 
classification with dimensions F/T and J/P obtained by implementing GRU without preprocessing and 
LSTM without preprocessing, respectively. 
 

 
Fig. 9. Comparison of F1-Score for LSTM and GRU 
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5. Conclusions 
 
This article proposes implementing AutoML with pre-defined algorithms and parameters to 

predict the MBTI personality model of Twitter users. Since the AutoML library implemented in this 
study is AutoKeras, which receives raw input and pre-processed data, the first experiment compares 
the performance when preprocessing is implemented (with preprocessing) or not implemented 
(without preprocessing). The second experiment was conducted using two pre-defined algorithms, 
LSTM and GRU. This study applies a binary classifier for each MBTI personality dimension, namely E/I, 
N/S, F/T, and J/P. The results show that applying the preprocessing stage can improve classifier 
performance in the form of F1-Score values for LSTM and GRU by 2.35% and 2.02%, respectively. The 
results of comparing the model's performance built based on LSTM outperformed GRU by 0.35% for 
the F1-Score and 0.76% for the accuracy value. The best model is obtained from the dataset that has 
been pre-processed. In conclusion, empirical results prove that preprocessing can improve classifier 
performance on complex data, such as detecting the MBTI personality model. The LSTM algorithm 
can perform better than GRU in this study because LSTM can handle complex and lengthy data 
sequences in line with its parameters and gates. 
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