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This study dealt with the penalty segment (PS) regression method to estimate the 
smoothing functions m(x) and m(x*), the Durbin semi-parametric spatial regression 
model, using the modified spatial adjacency matrix, under the standard adjoining rock, 
this method is one of the important non-parametric methods, were used to estimate 
non-parametric regression functions, it was applied using real-world data for a sample 
size of 75 observations, to find out the effect of average value, and it was analysed The 
research covered a period of five consecutive years (2018-2022), during which time it 
encompassed all 15 governorates of Iraq (with the exception of the three governorates 
that make up the Kurdistan Region). In consideration of the geographical impacts that 
exist across the governorates, the findings demonstrated that there was a discernible 
relationship between the rate of electrical loads and the temperature as well as the 
population density. 
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1. Introduction 
 

The topic of spatial semi-parametric regression models, has received a lot of attention lately by 
researchers, as it is considered one of the important standard models that are used in several fields 
(economic, geographical, health, social.... etc.) [1]. After the science of statistics was limited to 
analysing data temporally, researchers found in the mid-seventies, it is important to study the effect 
of place on the data of the phenomenon under study [2]. it was found that the researcher could make 
a mistake when neglecting the problem of spatial dependence, represents the inherent characteristic 
of spatial data, and therefore, semi-parametric spatial models have all the positive characteristics, 
one of the most important of these qualities is the high flexibility in application [3]. These models are 
used to study the relationship between the dependent variable and one or more independent 
variables, when the mathematical relationship between the dependent variable and one or more of 
the independent variables is known, with at least one variable whose relationship to the dependent 
variable is unknown, therefore, in this research, one of the semi-parametric spatial models was used, 
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which is the Durbin spatial parametric regression model, using the modified spatial adjacencies 
matrix under the Rock adjacency criterion.  

There is a substantial amount of published research that focuses on estimating future house 
prices (as well as pinpointing the aspects of the market that have the greatest bearing on these 
prices). To achieve this goal, a variety of models have been utilised, ranging from more conventional 
hedonic regressions [4] to more complex strategies such as generalised additive models (GAMs) with 
integrated model selection using penalised regression splines [5] geographically weighted regression 
(GWR) with a non-Euclidean distance metric [6] mixed GWR models (Helbich e The traditional 
hedonic home pricing models, on the other hand, are either linear or, in the majority of cases, 
intrinsically linear (they include squared components, natural logarithms and so on) [7]. Furthermore, 
they do not take into consideration the spatial character of property data. Property data [8] and/or 
property features [9] inherently contain both geographic autocorrelation and spatial heterogeneity. 
As a result, you need to take these into consideration while specifying the hedonic home price model, 
along with any potential nonlinear interactions that may exist between some of the covariates and 
the response variable [10]. These nonlinear relationships can be specified not only according to 
conventional practise in standard nonlinear house price models (which are inherently linear), 
whereby the researcher suggests the parametric form of such relationships, but also by relaxing this 
parametric form assumption and adopting a nonparametric form. Conventional practise in these 
models involves the researcher suggesting the parametric form of such relationships [11].This 
manner, the researcher does not need to indicate the kind of relationship (function) that already 
exists between the variables; rather, it is the model that specifies this (smooth) function, which is a 
characteristic that offers a specific benefit when working with enormous databases. When we refer 
to ''nonlinear'' or ''nonlinearities'' in the following, we are indicating that there is a nonlinear 
relationship between variables of the last type (smooth and nonparametric), regardless of whether 
or not the model includes squared terms, logarithms, etc., as is the case in many hedonic house price 
models. In other words, nonlinearity indicates that there is not a linear relationship between the 
variables. According to the research that has been done, housing prices are nonstationary2 for a 
number of reasons. Some of these reasons include the similarities that exist between neighbouring 
properties and the comparable behaviour of homebuyers [12]. Other reasons include the effect of 
human communication and market needs [13].  The authors [14] point out that, for the reasons 
described above, the past few years have witnessed the rise of three effective lines of study that take 
into consideration spatial impacts in the real estate industry. These successful lines of research are 
known as spatial econometrics, geographical local modelling and geostatistical [15].  

Hence the problem arose when studying the various phenomena and not paying attention to the 
spatial effect, importance in interpreting and estimating the model, especially predictions, may be 
inaccurate if neglected. The aim of this research is to estimate the semi-parametric Durbin spatial 
regression model in the presence of spatial effects. 

 
2. Research methodology  
2.1 Durbin Semi-Parametric Spatial Regression Model 

 
Because it incorporates a geographically backward dependent variable as well as a spatially 

backward explanatory variable, the Durbin spatial semi-parametric regression model is regarded to 
be one of the most significant spatial standard models for usage in a variety of applications. The 
mathematical formula for this model may be found as follows [16]:  

 
Y = θWY +m(X) + m(𝑋∗) + ε                                                                                                                       (1) 
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whereas : 
Y: represents the vector of the dependent variable with dimension nx1 
θ: represents the spatial dependence parameter. 
:X^* stands for WX 
W: represents the spatial adjacencies matrix. 
X: represents the matrix of explanatory variables with dimension nxk. 
WX: represents the matrix of spatially retarded explanatory variables. 
m(X): represents the smoothing function without the spatial adjacency’s matrix. 
m(WX): represents the smoothing function with the spatial adjacency’s matrix. 
WY: represents the vector of the spatially retarded dependent variable. 
(ε): represents the vector of unobserved errors, i.e. ε~N(0,σ^2 I_n) 
Here, the adjacency criterion of ROCK will be relied upon to build the adjacency matrix. 
 

3.2 Spatial Contiguity Matrix 
 
The basis for spatial regression is knowing whether one region is spatially adjacent to another 

region, The method of determining the proximity of the place is considered one of the important 
methods, that were used to calculate the spatial dependence of the data, it was calculated using 
special matrices, and among these matrices is the regular spatial adjacency matrix, which is 
characterized by the following: 

 
A positive matrix (it does not contain negative values). 
A square matrix of dimensions (n*n). 
 
Only the numbers 0 and 1 make up the components of the matrix that consists of just two 

numbers. A weight of 0 indicates that the two regions are not next to one another, while a weight of 
1 show that the two regions are in continuous proximity to one another. [17] This is the mechanism 
by which the spatial dependency is determined.  It is not necessary for there to be symmetry. The 
following is how it may be stated mathematically: 

 

𝑊 = -
𝑤"" ⋯ 𝑤"#
⋮ ⋱ ⋮
𝑤#" ⋯ 𝑤##

2 

𝑤$% = 31																			𝑖𝑓𝑤$ 	𝑎𝑛𝑑	𝑤% 	𝑎𝑟𝑒	𝑎𝑑𝑗𝑎𝑐𝑒𝑛𝑡
0																																													𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒	

D	          (2) 

 
Where (w_ij) is a measure used to compare the degree of convergence or proximity and to know 

the relationship between region (i) and region (j). 
 

2.3 Adjust Contiguity Matrix 
 
It is called the average because it relies on the usual adjacency matrix in its calculation with the 

addition of some modifications to it, and its most important characteristics are: 
A matrix that is positive (meaning it does not include any values with a negative sign).The values 

of its components are limited to the range between 0 and 1.As a requirement of this class's standard, 
the total number of components in each row must add up to one. After, it is utilised to detect 
variables that are geographically trailing behind. It is not necessary for there to be symmetry. The 
following is the form in which this matrix is defined [18]:  
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𝑊$%
&'( =	 3 )!"

∑ )!"!
																																		0 < 	𝑊$%

&'( ≤ 1D	        (3) 

 
If regions i and j share the same boundary. 
 

2.4 Rook Contiguity  
 
There were several methods used to construct the matrix of spatial adjacencies, including the use 

of the Rock adjacency criterion, which is one of the most widely used criteria due to its realism and 
ease, as the adjacency is calculated under this criterion as follows: 

 

 
 
We will take the following Figure 1. To construct the adjacency matrix (see Figure 2) based on the 

Figure 1, the two adjacent regions (with a line only) will be considered adjoining and given weight 
(1), and the rest of the cases take weight (0). 

 

 
Fig. 1. Example for adjacencies 

 

 
Fig. 2. Adjacency matrix 
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According to the Rock standard, we note that the area row             taking zero values in the region 
(1,1) because the region does not adjoin itself, while row 1 column 2 takes the weight (1) because 
the region           area adjacent          with a line from the top according to Figure (1-1), there is no 
other adjacent area              in other sites, therefore, I took the weight of zero in the remaining values 
of the first row.  

As for the area row           so took the weight (1) at the location of the second row, the first column, 
because the area          area adjacent           with a single line from the bottom according to Figure (1-
1), the rest of the values of the second row are all weighted (0) because there is no other 
juxtaposition. 

for the area class        . The location of the third row, fourth column, take the weight (1) as the 
area            area adjacent with a line or a border from the southeast side, as for the rest of the sites 
in the third row, all of them took the weight (0) because there is no proximity between them and the 
region.  

Also describe the area        it took the weight (1) in the location of the fourth row, the third column, 
because the area        area adjacent          a border or a line from the north-west side, while the rest 
of the sites of the region have taken the weight (0) because there is no contiguousness between them 
and the region. 

As for the area row            the location of the fifth row, sixth column, took weight (1) because the 
area       area adjacent         from the bottom side, with a line or a border, as well as the 
location of the fifth row, the seventh column, weight (1) was also taken because the area             area 
adjacent                  with a line from the bottom, as for the rest of the values of the region row                 
they all took the weight (0) because there is no adjacent between them and the rest of the regions. 

As for the area row                   its elements were (1) in the location of the sixth row, the fifth 
column, because the two regions               and adjacent to a line or border from the top, as well as the 
location of the sixth row, the seventh column, taking weight (1) also because the region  area adjacent         
from the           right side with a common line, while the rest of the row weights were (0) because 
there were no other adjacent areas.  

Finally, the row area          took weight (1) at the location of the seventh row, fifth column, because 
the region shares a line from the top with the region             as for the rest of the row elements of the 
region             all of them took the weight (0) because there were no contiguous ones. 

 
2.5 Maximum Likelihood Estimation Method for Estimating the Parameter Of (SDM) 

 
The estimation of spatial regression models is most often performed by greatest likelihood 

estimation (MLE), where the probability of the joint distribution of the greatest value and of all 
observations is raised with respect to the number of relevant parameters, whereas, the MLE method 
includes many approximate theoretical properties such as consistency, efficiency, approximate 
normality, also, this method is considered one of the most important methods of estimation, because 
it achieves the best estimate of the parameter among several possible estimates. The estimation 
problems associated with spatial regression models vary with respect to spatial lag and spatial error 
cases [19]. The spatial regression parameter (θ) in the model is estimated according to Eq. (1) as 
follows: 

 
𝑌 = 𝜃𝑊𝑌 +m(X) + m(𝑋∗) + 𝜀																																																						 

 
whereas : 
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ε~𝑁(0, 𝜎+) 
𝜀 = 𝑌(𝐼 − 	𝜃𝑊) −𝑚(𝑋) − 𝑚(𝑋∗)           (4) 
 
By maximizing the function of greatest possibility:  

 

𝐿(𝑌/𝜃	) 	= (2𝜋𝜎+)
#$
% 	|	𝐼 − 𝜃𝑊|	𝑒𝑥𝑝{−1/2	𝜎+[(𝑌(𝐼 − 𝜃𝑊) −𝑚(𝑋) − 𝑚(𝑋∗)),(Y(I-𝜃𝑊) −

𝑚(𝑋) − 𝑚(𝑋∗))]                                                                                                                                                 (5) 
 

𝜎+ =
𝑒,𝑒
𝑛  

 𝜎+ = "
#
[(𝑌(𝐼 − 𝜃𝑊) −𝑚(𝑋) − 𝑚(𝑋∗)),(𝑌(𝐼 − 𝜃𝑊) −𝑚(𝑋) −

	𝑚(𝑋∗))]																																																																																																																																																														     (6) 
 

We take the natural logarithm of both sides to the Eq. (6), so the formula becomes as follows: 
 
A=(I –θW) 
 
M= I – X (𝑋,𝑋)-"	𝑋, − 𝑋∗[𝑋∗,𝑋∗\

-"
𝑋∗,                                                                                                          (7) 

 
ln 𝐿 _.

/
` = 𝐶 − #

+
ln[𝑒0, 	𝑒0 − 2𝜃𝑒0,	𝑒2 +	𝜃+𝑒2,𝑒2] 	−

#
+
ln|I − θW|𝑚			                                                                  (8) 

 
The maximization of the above logarithmic potential function is equivalent to the two agency 

minimizations: 
 

min
{/}

d.
&5&6	5	.
|5|%/$

e                                                                                                                                                          (9) 

 
This is equivalent to the formula below in which we can find (θ): 

 

min
{/}

38(
&	8(-+/8(&	8)9/%	8)

&	8)
∑ :;("-/)!)

D																																																																																						                 (10) 

 
whereas : 

  e_0 : represents a vector with residual regression model (Y/X) 
  e_l: represents the regression vector of the regression model (WY/X) 
  : w_i represents the Eigen Values of the W weight matrix 

 
𝑒0 = 𝑌 −mf(X) − mf(X∗)																																																																																																																                        (11) 

 
𝑒2 = 𝑊𝑌 −mf(X) − mf(X∗)																																																																																																															                (12) 

 
By using the iterative method of Eq. (10), we get the value of (θ). 
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2.6 Penalized Spline Model   
 
  It was proposed in the year (1986) by the researchers (Eilers) and (Marks), and it means that the 

smoothing is done by using slices (B) with nodes whose number is usually less than the number of 
data while the distances of the nodes are equal, which is a different approach that can be considered 
a compromise between the smoothing and the slice Regression, since the main idea is to represent 
the curve by employing the slice function as well as to control the smoothing by subtracting the 
penalty limit from the probabilistic model function [20]. 

The penalty slice method addresses the problem of appropriate determination of the number of 
nodes and their locations by taking all the different values of the explanatory variable (X) as nodes. 
What is required for smoothing, and this problem is addressed by setting what is called the penalty 
constraint, so this method is called (the regression of the penalty segment), so if we assume we have 
a model that represents the simple linear relationship between the two variables (X,Y), which can be 
formulated as follows.  
 
Yi=β_(0 )+β_1 X_i+u_i                                                                                                                                      (13) 
 
whereas: 

Y: represents the vector of the dependent variable of order (n * 1) 
β_0,β_1: represent the two parameters of the model 
Xi: represents the vector of the explanatory variable of rank (n*2). 
 
We note from this that Eq. (13) consists of base functions, which consist of only two functions (1, 

x), which represent the first and second columns, respectively, of the matrix of base functions. 
 

X=g
1 x"
⋮ ⋮
1 x#

i 

 
Assuming we have the model: 

 
Yi =β_0+β_1 X_i+β_2 X_i^2+u_i                                                                                                                                (14) 

 
The base functions of Eq. (14) are (1, x, x^2) and they represent the columns (first, second and 

third) respectively in an X matrix (the matrix of base functions), which can be written as follows: 
 

X=j
1 x" x"+
⋮ ⋮ ⋮
1 x# x#+

k 

 
But if we assume that the regression model curve contains more than one slope, then we add the 

basis function (〖x-τ)〗_+. In this case, the model becomes: 
 
Yi =𝛽0 + 𝛽"𝑋$ + 𝛽+(x − 𝜏)9 + 𝑢$)                      (15) 

 
For this model, the base functions become (1, x, 〖(x-τ)〗_+), which represents the (first, second 

and third) columns, respectively. 
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Therefore, the matrix of X (matrix of base functions) becomes as follows: 
 

X=g
1 x" (x" − 𝜏)9
⋮ ⋮ ⋮
1 x# (x# − 𝜏)9

i 

 
We note from the above that the more complex the model becomes, the more it is processed by 

adding other base functions, in other words, new columns are added to the X matrix of 〖(x-τ)〗_(+) 
values [21]. 

In general, the base functions are: 
 
(1,x$ 	, (x$ − 𝜏)9 	… (x$ − 𝜏>)9)																																																																																																														             (16) 

 
The general form of the X matrix is as follows: 

 

X=g
1 x" (x" − 𝜏")9
⋮ ⋮ ⋮
1 x# (x# − 𝜏")9

⋯ (x" − 𝜏>)9
⋮ ⋮
⋯ (x# − 𝜏>)9

i 

 
whereas :〖(x_n-τ_k)〗_+ is the slice function 

 
The functions in the Eq. (16) are the cut-off functions at the nodes (τ_1, τ_2,……τ_k), and therefore 

this model is called the slide regression model for the following smoothing function m(x) [22]. 
 
m(x)=β0 + β"X? + ∑ β":(x? − τ:)																																																																																																					@

:A"             (17) 
 

whereas : 
β_1l is the base chip parameter. 
τ_l : represents the number of nodes where 
  l=1,2,…………k They are called inner nodes, and τ_l falls within the period (a, b) 
i.e.: 
a= 𝜏" < 𝜏+ < 𝜏B < 𝜏C < ⋯⋯ < 𝜏> = 𝑏 
 
Therefore, base functions of degree (p) in light of segmental functions of degree (p) are as follows: 

 
(1 , x?	, x?+, ⋯⋯⋯x?

D, (x? − τ")9
D , ⋯⋯⋯(x? − τ2)9

D 	)																																																																					             (18) 
 
While the smoothing function of degree (P) is of the form: 

 
m(x)=β0 + β"x" + β+x"+ + βBx"B+. . . +βDx"

D + ∑ βD2(x? − τ2)D@
2A" 																																													                 (19) 

 
This model depends on the number of nodes and the functions of the base slice. In this way, the 

points are divided into (τ) of the nodes with equal dimensions within the period (a, b), as the nodes 
take all the values of the explanatory variable (X) and can be expressed in the following formula: 
 
𝜏2 = 𝑎 + (E9F)2

(G9")
                       , l=1,2,3,….k 
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The Eq. (17) is restricted in order to improve the fit of the data and can be written in matrix form 
as follows:  

 
𝑌u = m(x) 
𝑌u = 𝑋𝛽v  

 
There are also several penalty constraints that can be followed, but the least squares constraint 

is easier to apply and is excellent in reducing data inappropriateness to the model [22]. 
When using the penalty clause on the preamble, the least squares criterion becomes as follows: 

 
Mini |𝑌 − 𝑋𝛽|²                                                                                                                                                   (20) 

 
Whereas, formula (20) is subject to the penalty condition { { β^T D β ≤C 
whereas : 
D: It is a diagonal symmetric matrix (the penalty matrix) consisting of only two numbers, which 

are (0,1) and with dimensions (p+k+1)(p+k+1) 
It can be expressed in matrix form as follows: 
 

D=

⎝

⎜
⎜
⎜
⎜
⎜
⎛

0 0 0
0 0 0
0 0 1

0 0 0
0 0 0
0 0 0

⋯ ⋯ 0
⋯ … 0
⋯ ⋯ 0

0 0 0
0 0 0
0 0 0

1 0 0
0 1 0
0 0 1

⋯ ⋯ 0
⋯ ⋯ 0
⋯ ⋯ 0

⋮ ⋮ ⋮
⋮ ⋮ ⋮
0 0 0

⋮ ⋮ ⋮
⋮ ⋮ ⋮
0 0 0

⋱ . ⋮
. ⋱ ⋮
⋯ ⋯ 1⎠

⎟
⎟
⎟
⎟
⎟
⎞

= ~
0(H9")(H9") 0(H9")(>)
0(>)(H9") 𝐼(>)(>)

�    

 
Through the Lagrange multiplier, we can obtain the penal least squares criterion as follows: 

 
m(x)=|Y − Xβ|² +𝜆 ²𝛽,	𝐷	𝛽																																																																																																															                      (21) 

 
whereas: 

λ is the smoothing parameter and is always greater than zero 
: is the sum of squares of |Y-Xβ|² errors 
²β^(T ) D β λ: is the penalty term 
And by using the partial derivative of the penal least squares criterion with respect to β, we can 

obtain the estimator as follows: 
 
∂	
∂β _�Y − X𝛽

v�
+
` +

∂	
∂𝛽v

[𝜆+𝛽v,𝐷𝛽v\ = 0 

 
Due to the difference, each part is derived separately: 
 

∂	
∂β _�Y − X𝛽

v�
+
` = 2X,(𝑌 − 𝑋𝛽v) 

 
As for the second part: 
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∂	
∂𝛽v

[𝜆+𝛽v,𝐷𝛽v\ = 2𝜆+𝐷𝛽v  

2𝜆+𝐷𝛽v − 2X,[𝑌 − 𝑋𝛽v\ = 0 
𝜆+𝐷𝛽v = X,[𝑌 − 𝑋𝛽v\ 
𝜆+𝐷𝛽v = 𝑋,𝑌 − 𝑋,𝑋𝛽v  
𝜆+𝐷𝛽v+𝑋,𝑋𝛽v = 𝑋,𝑌 
(𝜆+𝐷+𝑋,𝑋)𝛽v = 𝑋,𝑌 

 
Therefore, the estimated value of β is as follows: 

 
βu = (xIx + λ² D)-1 xI𝑦																																																													                                                                          (22) 

 
Substituting the value of β into Eq. (22), we get: 

 
mf	(x) = x(xIx + λ² D)-1 xI	𝑦																																																																																																															                          (23) 

 
whereas, Eq. (23) is what is called the estimation of penalty segments. As for the last term of the 
Durbin spatial regression model [m(wx)], it is estimated by the same Eq. (22), and for short we will 
denote it by [m(x^*)], so the new formula for calculating the last term becomes as follows: 
 
mf	(x∗) = x∗(x∗Iˋx∗ + λ² D)-1 x∗I𝑦																																																																																																					                      (24) 
〖:x〗^* represents the spatial hysteresis variable (wx) 

 
As for the penalty limit parameter λ, it is estimated using the legitimate crossing criterion (CV) 

and according to the following formula: 
 
cvK	 = minKn-"I?,;(Y? −	mfMN(X))+w(X?)																																																																																														           (25) 
 
2.7 Moran's Test to Detect Spatial Dependence 

 
It is one of the most important tests that must be conducted for spatial analysis in statistics, 

before using spatial modelling, data should be selected for spatial dependence, Moran's test statistic 
was used to detect spatial dependence between regions, represented by the existence of a spatial 
connection between values. The Moran's value ranges from -1 to 1, if the value of Moran's test 
coefficient is close to 1 [23].  

 
3. Results and discussion  

 
Electric energy is of great importance in providing amenities for human life and has a great impact 

in the field of economic development. In general, there is no precise definition of the electrical load, 
but what has been agreed upon is that the electrical load is the intensity of the current required to 
operate the load, or it is everything that is connected to the network and consumes electrical energy, 
where most electrical loads are considered devices to convert electrical energy into other forms of 
energy such as (motors, heaters, refrigerators, .... etc.). Studies have also shown that there is an effect 
of air temperature on the consumption of electrical energy and the hours of shedding loads 
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  High temperatures usually have a negative effect on electrical loads, while other studies have 
shown the effect of the number of individuals in areas on electrical loads. Therefore, this study came 
to demonstrate the relationship between temperature and population density on electrical loads. 
 
3.1 Description of the Study Variables and Data Collection 

 
The influence that temperature and population density have on electrical loads was the topic of 

the research, and the variables that were examined were those representing the following categories 
of information: 

 
Y: The dependent variable, which represents the rate of electrical loads. 
X1 : The first explanatory variable, which represents the average temperature. 
X2: The second explanatory variable, which represents the population density rate. 
 
Where genuine spatial data was utilised for the Iraqi governorates, with the exception of the 

governorates of the area, for five years in a row, where the sample size was seventy-five, the phrase 
"where real spatial data was utilised" was used. The Ministry of Electricity and the official website of 
the Iraqi Air Force, both of which include a significant number of examples displayed in the following 
table, are cited as the sources. 

 
 Table 1 
 Represents the real data 

No. load rate Tem. rate Population 
density No. load rate Tem. rate Population 

density 
1 2300027.223 25.1277546 8126755 39 15697.91161 22.8519129 1726409 
2 2527119.05 24.4445032 8340711 40 17820.48089 23.0951376 1770765 
3 80765.42622 24.801484 8558625 41 296348.2405 25.3257824 1595235 
4 78934.22727 25.3573658 8780422 42 371384.7094 24.0692227 1637232 
5 92063.99706 25.0541496 9006001 43 13616.08942 24.3227169 1680015 
6 394023.2869 23.0285286 3729998 44 14067.26237 24.8461414 1723546 
7 599995.4397 21.4814479 3828197 45 17502.81656 24.6145247 1767837 
8 20433.14679 21.75 3928215 46 381947.754 26.4581926 1471592 
9 20447.94195 22.2775391 4030006 47 443643.8348 25.6526125 1510338 
10 24130.2454 22.5659456 4133536 48 14503.44978 25.7327626 1549788 
11 1357747.78 28.2324925 2908491 49 14140.08065 26.5686583 1589961 
12 1532387.883 27.1772554 2985073 50 16351.04704 26.0006446 1630807 
13 50419.13813 27.2101598 3063059 51 374320.8808 27.0004897 1378723 
14 53121.94977 27.3809068 3142449 52 438586.282 25.7930043 1415034 
15 56949.1881 27.5255238 3223158 53 14835.07834 25.9007991 1452007 
16 534870.4251 27.8212388 2095172 54 14252.23104 26.6510985 1489631 
17 605335.4213 26.4988971 2150338 55 14757.41142 26.2845851 1527911 
18 21480.59521 26.6194064 2206514 56 280392.6418 26.6495286 1291048 
19 24201.82044 27.4215318 2263695 57 322515.0563 25.9190721 1325031 
20 25102.56769 26.8673984 2321851 58 10652.38736 26.0690639 1359642 
21 387948.2858 26.29883 2065042 59 10811.57211 26.8102519 1394885 
22 501429.96 25.6206842 2119.403 60 11944.3872 26.3617253 1430714 
23 16171.50386 25.8299087 2174783 61 387017.582 26.356442 1218732 
24 15799.44911 26.5990047 2231136 62 457019.0818 25.432133 1250806 
25 17127.07487 26.2322607 2288456 63 15090.41817 25.6818493 1283484 
26 258769.246 25.5421516 1771656 64 15398.87572 25.9959829 1316750 
27 341695.1423 24.438499 1818318 65 17062.4767 25.4833632 1350577 
28 12612.63433 24.7067352 1865818 66 334298.6734 27.6218205 1112673 
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29 13046.3349 25.0863493 1914165 67 387462.1515 26.2782358 1141966 
30 15429.4123 24.5735122 1963346 68 12878.75914 26.2487443 1171802 
31 387948.2858 25.3664986 1637226 69 13471.88275 27.5268484 1202175 
32 457857.9099 24.2461515 1680328 70 14343.34375 27.2357687 1233053 
33 15405.32481 24.4640411 1724238 71 205562.0208 27.5446485 814371 
34 15719.5132 25.0546235 1768920 72 226678.7517 26.4499665 835797 
35 16521.55526 24.9365525 1814368 73 8386.304329 26.6280177 857652 
36 430017.047 23.1734577 1597876 74 8808.344499 27.196871 879874 
37 495926.0058 21.8036828 1639953 75 9680.586331 26.5561727 902480 
38 15757.87041 22.2753425 1682809     

 
3.2 Description of the Study Model (SDM) 

 
For the purpose of analysing the relationship between the average electrical loads (Y) and 

between the average temperatures (X_1) and population density (X_2), the Durbin spatial semi-
parametric model was used to comply with the spatial data structure and my agencies 

 
,i=1,…..75   𝑌$ = θ𝑊%𝑌$ +m(𝑋$) + m(𝑋$∗) + ε	 

 
whereas: 

Y_i: It is a vector with dimensions (75 * 1) and represents the average electrical loads for all 
observations and at the level of all governorates. 

θ: represents the spatial dependence parameter with a value of (0.5134). 
W_j: represents the modified spatial adjacencies matrix under the ROCK criterion with 

dimensions (75 * 75). 
m(X_i) is a vector whose dimension is (1*75) and represents the anonymous smoothing function. 
:m(〖X_i〗^* ) is a vector whose dimensions are (1*75) and represents the smoothing function 

in the presence of the adjacency matrix. 
W_j Y_i: A vector whose dimensions are (1*75) and represents the spatially retarded dependent 

variable. 
(ε) is a vector whose dimensions are (1*75) and represents random errors. 
 

3.3 Constructing the Modified Spatial Adjacencies Matrix 
 
The size of the modified spatial weights matrix that was built under the Rock adjacency criterion 

is (75 * 75), which is a standard matrix denoted by (W_ij^std) and Eq. (3) was used to calculate it 
based on the neighbourhoods between the fifteen governorates. 

 
3.4 Moran Test Results 

 
This test was carried out in order to determine whether or not there was an issue with spatial   

dependency, and the findings were as follows: 
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Table 2 
Moran's test to detect spatial effect 
Methods Value P-Value Decision 
Moran's test 23.1364 0.000 Accept H1 

 
The results of the (I_moran) test after comparison with the value of (P-Value) and at a significant 

level of 5%, we note that the test value amounted to 23.1364, and the value of (P-Value) was equal 
to 0.000, and this indicates the rejection of the null hypothesis and the acceptance of the alternative 
hypothesis, which is that there is a spatial effect on the rate annual. In other words, there is a spatial 
effect on the rate annual. 
 
3.5 Estimating the Durbin Spatial Semi-Parametric Regression Model (SDM) using the Penal Segment 
Regression (PS) Method 

 
Here, the regression model (SDM) is estimated according to the modified spatial adjacency matrix 

(W_ij^std) under the W_Rook adjacency criterion using the penalty slice regression method (PS) after 
compensating for the values of the smoothing functions according to the results of the (PS) method 
and finding the value of the parameter θ within the penalty limit Where the estimated values of the 
Durbin spatial semi-parametric regression model were obtained using the MATLAB statistical 
program. 

 
  Table 3 
  The real and estimated values of the (PS) method 

No. Year Governorate Ln(Y) 𝒀"_PS 
1 2018 Baghdad 14.64843 11.4445 
2 2019 Baghdad 14.74259 11.37458 
3 2020 Baghdad 11.2993 11.41791 
4 2021 Baghdad 11.27637 11.48186 
5 2022 Baghdad 11.43024 11.45368 
6 2018 Mosul 12.88417 11.02855 
7 2019 Mosul 13.30468 10.84557 
8 2020 Mosul 9.924914 10.88332 
9 2021 Mosul 9.925638 10.95212 
10 2022 Mosul 10.09122 10.99098 
11 2018 Basra 14.12134 11.76758 
12 2019 Basra 14.24234 11.6693 
13 2020 Basra 10.82813 11.67685 
14 2021 Basra 10.88035 11.69795 
15 2022 Basra 10.94991 11.71635 
16 2018 Thi Qar 13.18978 11.56195 
17 2019 Thi Qar 13.31354 11.43511 
18 2020 Thi Qar 9.974905 11.45162 
19 2021 Thi Qar 10.09418 11.53583 
20 2022 Thi Qar 10.13073 11.48507 
21 2018 Babylon 12.86863 11.21729 
22 2019 Babylon 13.12522 10.00281 
23 2020 Babylon 9.691006 11.17744 
24 2021 Babylon 9.66773 11.26072 
25 2022 Babylon 9.748416 11.22754 
26 2018 Anbar 12.46369 10.9159 
27 2019 Anbar 12.74167 10.80125 
28 2020 Anbar 9.442454 10.83494 
29 2021 Anbar 9.476263 10.88026 



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 52, Issue 1 (2025) 89-105 

102 
 

30 2022 Anbar 9.644031 10.82885 
31 2018 Diyala 12.86863 10.79961 
32 2019 Diyala 13.03431 10.68227 
33 2020 Diyala 9.642468 10.71066 
34 2021 Diyala 9.662658 10.77916 
35 2022 Diyala 9.712421 10.77065 
36 2018 Kirkuk 12.97158 10.77474 
37 2019 Kirkuk 13.11418 10.61496 
38 2020 Kirkuk 9.665095 10.67689 
39 2021 Kirkuk 9.661283 10.74997 
40 2022 Kirkuk 9.788104 10.7827 
41 2018 Saladin 12.59929 10.77467 
42 2019 Saladin 12.82499 10.64193 
43 2020 Saladin 9.519007 10.67443 
44 2021 Saladin 9.551606 10.73603 
45 2022 Saladin 9.770117 10.71502 
46 2018 Najaf 12.85304 11.47412 
47 2019 Najaf 13.00278 11.39517 
48 2020 Najaf 9.582142 11.40786 
49 2021 Najaf 9.556769 11.49821 
50 2022 Najaf 9.702047 11.44422 
51 2018 Wasit 12.83287 11.127 
52 2019 Wasit 12.99131 11.00809 
53 2020 Wasit 9.60475 11.02361 
54 2021 Wasit 9.564669 11.10478 
55 2022 Wasit 9.599501 11.0717 
56 2018 Qadisiah 12.54395 11.36507 
57 2019 Qadisiah 12.68391 11.29454 
58 2020 Qadisiah 9.273539 11.31437 
59 2021 Qadisiah 9.288372 11.39413 
60 2022 Qadisiah 9.388017 11.35291 
61 2018 Karbala 12.86623 11.24695 
62 2019 Karbala 13.03248 11.15512 
63 2020 Karbala 9.621815 11.18572 
64 2021 Karbala 9.64205 11.22272 
65 2022 Karbala 9.744637 11.1733 
66 2018 Maysan 12.71979 11.04881 
67 2019 Maysan 12.86737 10.91883 
68 2020 Maysan 9.463335 10.92009 
69 2021 Maysan 9.50836 11.0524 
70 2022 Maysan 9.571041 11.02798 
71 2018 Muthanna 12.2335 11.14231 
72 2019 Muthanna 12.33129 11.03741 
73 2020 Muthanna 9.034355 11.05977 
74 2021 Muthanna 9.083455 11.12095 
75 2022 Muthanna 9.177878 11.06096 

 



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 52, Issue 1 (2025) 89-105 

103 
 

 
Fig. 3. The real and estimated values of the penalty slide regression method 

 
4. Conclusions 
 

i. By the Moran test to detect the spatial effect, the results showed that there is a spatial 
effect on the annual rate of electrical loads. 

ii. The value of the mean absolute relative error (MABE) was shown under the estimation of 
the Durban semi-parametric spatial regression model (SDM), and by using the modified 
adjacency matrix under the Rook adjacency criterion through the estimation by the 
positional linear estimator method LLE, the value was equal to (2.5953). These results 
were shown under the estimation of the positional linear estimator method LLE. 

iii. The value of the mean absolute relative error (MABE) was shown under the estimation of 
the Durban semi-parametric spatial regression model (SDM) and by using the modified 
adjacencies matrix under the Rook adjacency criterion through the estimation by the 
penal slice regression method PS equal to (1.6946). 

iv. The value of the mean absolute relative error (MABE) was demonstrated under the 
estimate of the Durban semi-parametric spatial regression model (SDM), and by utilising 
the modified adjacencies matrix under the Rook adjacency criteria through the estimation 
by the SH reduction approach, the value was equal to (2.5370). Both of these methods 
were used to display the value of the MABE. 

v. By the tables and figures, the estimated values showed that they are close to the real 
values, which indicates that the Durban spatial semi-parametric regression model 
represents the electric loads well. 
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