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In terms of power quality, the rising number of nonlinear loads in modern use has 
caused warning signs for power systems and power engineering professionals. Every 
day, utilities have to deal with harmonic distortion caused by a growing number of non-
linear power electronic equipment. To keep the system's power supply in good 
condition, a shunt active filter is used to filter out unwanted harmonics in the signal. 
This study presents a practical and low-cost method for reducing harmonics and 
enhancing distribution network power quality by means of the use of PV-integrated 
Shunt Active Power Filters (SAPF). With a teaching-learning-based optimized artificial 
neural network controller (TLBO-ANN) the required DC power is extracted from the PV 
module. SAPF's TLBO-ANN algorithms are intended to increase system performance by 
reducing total harmonic distortion (THD). Here, the research work was performed in 
three stages to mitigate grid current harmonics. The first-stage SAPF system comprises 
a three-prong voltage source converter and uses DC power derived from photovoltaic 
panels. The P&O algorithm is used to get the maximum power out of a photovoltaic 
array. In the second stage, the BBO algorithm is used to fine-tune a conventional PI 
controller, resulting in values optimal gain values that increase the controller's 
performance. Furthermore, it is intended to use the BBO-PI controller's input and 
output values as training data for the ANN controller. This ANN controller is currently 
being tuned with the TLBO algorithm to find optimal values for the weight and bias 
parameters. In the third stage, the converter in PV-SAPF will inject the active power 
required by the load by using active current control theory, which means the inverter 
of SAPF is working like DG as well as the active power filter. Employing MATLAB 
simulations, we concluded that the proposed method is extremely adaptable and highly 
efficient in lowering harmonic currents that are brought on by non-linear loads. 
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1. Introduction 
 

For a long time, fossil fuels seemed to be the primary source of energy. However, they have 
several drawbacks, including limited availability, exhaustibility, and non-recyclability. Pollution from 
them contributes to wider problems, like a warming planet. As a result, there is a movement around 
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the world to introduce the next generation to more eco-friendly technologies. [1-3] As PV-based 
systems continue to improve and gain popularity as an alternative to traditional energy sources, their 
use in a broad range of environments is only going to grow. The introduction of harmonics into the 
system is a direct result of the widespread use of power electronics devices and nonlinear loads. 
Most electrical devices will function normally with total harmonics below 5%, as specified by IEEE 
standard 512-2014 [4]. There has been a lot of dependence on passive filters to mitigate harmonics, 
although they have several drawbacks. When the number of unwanted harmonics rises, it 
consequently increases the complexity of the network's design and the possible occurrence of a 
resonance problem. As it can filter harmonics from the PV module's converted DC output, APF that 
is powered by PV is growing in popularity. The initial investment in a photovoltaic system is 
substantial, so getting the most energy out of it is a no-brainer. It is combined with a Maximum Power 
Point Tracking (MPPT) algorithm for optimizing PV system performance. MPPT modeling of PV 
systems is reported in [5]. Several factors, including irradiance level, temperature, and the 
configuration of the PV system, affect the quality of power obtained from the PV-APF in a system 
that exists in the real world. 

Inadequate power factor, reactive power compensation, and high current harmonics might all be 
solvable with the help of a shunt active power filter (SAPF) [6]. See Figure 1 (on the next page) for a 
visual representation of the PV-SAPF setup, which consists of the DC voltage supplied by the PV panel, 
the active filter controller, and the voltage source converter (VSI). Based on the control signal from 
the control unit, the gates of the VSI operate like that to achieve the need for compensating current 
to the PCC to provide reactive power to the load [7]. Reactive power control for the grid is provided 
by the DC-link capacitor of the VSI, which is fed by a PV source and located on its input side [8]. The 
DC component cannot be connected directly to the three-phase power grid without a VSI [9]. 

The VSI switching operation can be analyzed with either reference-generating methods or control 
techniques. After extracting compensating signals from affected signals employing reference current 
generation concepts, The SAPF switching devices can be controlled with the help of various 
references current generation methods [10] to implement the SAPF control techniques. Several 
authors have compared various SAPF management approaches [11,12]. 

 

 
Fig. 1. PV integrated SAPF in a distribution system 
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The PI-controller, an integral component of reference current theory, is designated to mitigate 
harmonics. It is essential to fine-tune the PI controller's values for optimum performance. The 
conventional approach to tuning the PI-controller gains relies on linear modeling, which typically 
yields inadequate settings for the gains [13,14]. To this end, many different met heuristic 
optimization strategies are used in PI-controller tuning. To reduce current harmonics and open up 
new possibilities for the converter [15], several different control methods exist. Example algorithms 
include the Atom Search Optimisation (ASO) [16–20], the Genetic Algorithm (GA) [21], and the 
Simulated Annealing (SA). 

 An ANN is a network designed and programmed to perform similar tasks as the human brain. 
The brain consists of billions of interconnected cells called neurons. The strength and organization of 
connections between interneuron determine the overall network's behavior. Adjustments are made 
to the weights during network training [22]. So the Artificial Neural Network (ANN) techniques 
provide the most effective method for controlling the DC voltage of SAPF[23,24] through the training 
of weights and biases. Several approaches can be used to learn weights [25]. Methods like the 
Steepest Descent approach to learning variables, the Levenberg-Marquardt method, and the 
Widrow-Hoff (W-H) method are just a few examples. 

 The principles of Active current control theory are applied in this study. To generate the required 
gating pulses, a hysteresis current controller [26] uses an estimation of reference currents. The ANN 
controller's performance for a DC-link voltage can be improved through careful adjustment of the 
weight and bias values. The weight and bias of the ANN controller are optimized using a teaching and 
learning-based optimization algorithm. 
  
2. Concept PV Cell 
 

This silicon-based semiconductor operates as a PN junction [27,28]. It's the fundamental 
component of any photovoltaic setup. Light excites electrons and holes when it strikes a 
semiconductor's surface. As a result, an electric field is generated due to the presence of positive and 
negative terminals. As shown in Figure 2, when light strikes the surface of a semiconductor, electrons 
and holes are created. The P-region bubbles stand in for the presence of holes, while the N-region 
bubbles denote the presence of electrons. As shown in the middle of Figure 2, positive and negative 
terminals are thus formed. Electrons flow towards P-type semiconductors and holes towards N-type 
semiconductors when both terminals are in contact with a conductor. The plus and minus signs at 
either end of this diagram denote P-type and N-type semiconductors, respectively. This causes 
electricity to flow between them in the form of a current. With a PV system, solar energy can be 
transformed into electricity immediately. For a solar power generation system to generate a 
significant amount of electricity, a large number of PV cells must be connected in series or in parallel 
to create a solar module, solar panel, or solar array, as shown in Figure 3. 

 

 
Fig. 2. Basic structure of Photovoltaic system 
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Fig. 3. Connecting diagram of solar cell, module, array 

 
3. PV System Modeling 
 

In Figure 4, we see the circuit for the PV cell, which uses a single diode and is wired in parallel 
with the mains. Resistance in series is denoted by Rs, and resistance in shunt is denoted by Rsh. The 
cell operates in two settings, and its power consumption is proportional to the amount of sunlight it 
receives [29]. One is the current in a closed circuit, and the other is the potential difference between 
the terminals in an open circuit. 

When the diode is open, there is no voltage across it, and the current through the short circuit is 
equal to the current through the current source, Voc. 

The equation gives information about PV’s properties.  
 

𝐼 = 𝐼!	–𝐼#	(𝑒
(%&'! (!%")#)+  -1) –%&'!

'!$
)           (1) 

 
In this Eq. (1), V represents the array voltage, I represents the array current, IL represents the light 

current, I0 represents the reverse saturation current of the diode, Qd represents the diode’s ideality 
factor, ns represents the number of series cells, Rs represents the series resistance,Rshrepresents the 
shunt resistance,  V represents the thermal voltage, and Id represents the diode current. 

 

 
Fig. 4. Single line diagram of photovoltaic system 

 
Table 1 details the parameters and technical specifications of the Sun Power SPR-315E-WHT-D 

modules used in this analysis.             
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Table 1 
PV panel specifications 
Parallel  Strings 12 
Series –Connected Modules per String 7 
PV Module Name Sun power SPR-315E-WHT-D 
Max power  315.072 
Open –circuit voltage(V) 64.6 
Short –circuit current(A) 6.14 
Voltage at  MPPT (v) 54.7 
Current at MPPT (a) 5.76 
Irradiation (w/m2) 1000 

 
4. Perturb and Observe (P&O) MPPT 
 

Since the P&O MPPT algorithm is the most practical MPPT algorithm in terms of implementation 
and incorporation in commercial charge controllers, it is given extra attention in this work. Like many 
other derivatives, the P&O experiences the aforementioned trade-off between dynamic response 
(speed) and steady-state oscillations (discussed in the introduction). In other words, there was a 
trade-off between responsiveness to changes in the environment and speed. To find out how well 
the MPPT algorithm works, we will look at its tracking time (dynamic response), steady-state 
oscillations, and efficiency. In this paper, we use these three factors as the basis for assessing MPPT's 
performance. The tracking time constitutes an essential performance evaluation parameter for the 
MPPT algorithm, as defined according to [30], as the time taken by an MPPT algorithm to reach 95% 
within the maximum average power at MPP. 

Figure 5 is a flowchart depicting the P&O algorithm [31,32]. The algorithm constantly monitors 
the current and voltage of each PV module and, by extension, the power output. Power readings are 
compared to readings taken at the same time as a prior instant. As shown in the diagram, a linear 
perturbation shifts the operating point towards or away from the maximum power point, depending 
on the sign of the change. The size of the perturbation δD used in the flowchart directly affects the 
P&O's performance. At steady state, larger values of δD result in larger oscillations, while smaller 
values of δD result in smaller oscillations and a slower dynamic response. 

 

 
Fig. 5. Flow chart representation of P&O MPPT 
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5. Artificial Neural Network (ANN) 
 

 Considering that neural networks form the backbone of the human brain’s architecture, the term 
“Artificial Neural Network” has been obtained from the field of neuroscience. Just like the human 
brain, artificial neural networks have many layers of neurons that connect to other layers in complex 
ways. Nodes are the names given to these nerve cells in Figure 6. Typically, a nominal neuron will 
have one or more outputs and n inputs ( 𝑥,, 𝑥-,⋯, 𝑥., 𝑥() where 𝑥,, 𝑥-and  𝑥., 𝑥(  the individual 
contributions and outputs of neurons. We can see the connection between these two in Figure 5. Yi 
[33] represents the value produced by the neuron, which is formed by first adding up all of its inputs 
and then passing that total through the activation function. 
 
𝑌/ 			= 	 𝑓/*∑ 𝑤/.(

.0, ∗ 𝑥. + 𝑏/0              (2) 
 
where 	𝑤/. 	=		This is the synaptic weight of the link between the initial input neuron and the final 
output neuron. 
 
𝑏/							=    The ith neuron bias,    
𝑥.	  =    The input representation of jth neuron 
F           =    An activation function that regulates network behavior. 
 

 
Fig. 6. ANN architectural design 

 
Neural networks adapt to input data by modifying the weights of connections, which may include 

biases, as well as occasionally adjusting the number of layers and neurons. 
 
6. An Overview of the TLBO Algorithm 

 
One of the recently proposed population-based algorithms is called teaching-learning-based 

optimization, or TLBO for short. The TLBO technique, developed by Rao et al., in 2011, was presented 
in the paper [34]. It was conceived as a response to the phenomenon of classroom instruction and 
learning [35]. For purposes of the TLBO population-based learning algorithm, the entire class is 
considered a population, with each student treated as a discrete member of the population. In order 
to achieve this goal, it is anticipated that the class will have gained knowledge by the lesson’s 
conclusion. The process can be broken down into two distinct phases: the “teacher phase” and the 
“learner phase,” respectively. This is the basis for reaching this goal. 
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a. Teacher phase 
 

The best student in the class with the best solution becomes the instructor. When it comes to a 
given topic, the teacher is held in the highest regard because of the widespread belief that they know 
more than anyone else. As a result, other students benefit from the instructor’s knowledge and 
experience. If a student offers a better solution than the teacher, the student will take over the 
teacher’s responsibilities. In the kth iteration, the ith learner’s knowledge is revised using the equation 
3. 
 
	𝑋/(12=𝑋/ + 𝑟3(𝑋4 − 𝑇5/ . 𝑋617()           (3) 
 

The teaching factor, 𝑇5/  can be calculated from the above scenario using the following equation 
4: where “𝑋4,” is the teacher’s knowledge, “𝑟3 	′′ is a two-digit random number between 0 and 1, 
“𝑋617(,” is the students’ average achievement, and “𝑟3 	′′  is a random number between 0 and 1 
 
𝑇5/ = 𝑟𝑜𝑢𝑛𝑑	[1 + 𝑟𝑎𝑛𝑛𝑑(0,1)]           (4) 

 
When the teacher phase is complete, the students’ knowledge has been brought up to date, and 

the resulting values can be used as inputs in the subsequent learner phase. 
 
b. Learner phase 
 

 Students learn more by talking to each other in a real classroom. The TLBO learner phase is based 
on this. This step compares the ith student’s knowledge to a randomly selected jth student (equation 
5). Students learn more by talking to each other in a real classroom. The TLBO learner phase is based 
on this. This step compares the ith student’s knowledge to a randomly selected jth  student (equation 
6). 

 
If    					𝑓(𝑋/) < 𝑓*𝑋.0					𝑡ℎ𝑒𝑛, 				𝑋/(12 = 𝑋/ + 𝑟3(𝑋/ − 𝑋.)                    (5) 
 
If								𝑓(𝑋/) > 𝑓*𝑋.0					𝑡ℎ𝑒𝑛, 				𝑋/(12 = 𝑋/ + 𝑟3(𝑋. − 𝑋/)        (6) 
 

As shown in Equation 7, if the jth student finishes the learning phase with more knowledge, the 
ith student can benefit. 
 
If							𝑓(𝑋/(12) < 𝑓(𝑋/)		𝑡ℎ𝑎𝑛,			𝑋/ 	= 				𝑋/(12         (7) 
 

The two-part TLBO algorithm (teacher phase, learner phase) will run until either the termination 
condition is met or the maximum number of iterations is reached. 
 
7. Proposed Methods 
7.1 Tuning Of  PI Controller By Using BBO  Algorithm 

 
The PI controller maintains DC link voltage stability, which is critical to the performance of a PV-

integrated SAPF. The critical controller’s PI controller has a complex mathematical process for 
determining the gain (KP, KI) values. The PI controller’s calculated gains are suboptimal. In this work, 
biogeography-based optimization (BBO) is used to calculate the optimal gains for the PI controller. 
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Integral absolute error (IAE), represented in Figure 7 as the difference between actual and desired 
DC voltages, is the objective function. The BBO algorithm optimizes the PI controller’s gains by 
optimizing these objective functions. 

 

 
Fig. 7. Simulink model of PI controller tuning with BBO algorithm 

 
7.2 TLBO trained ANN Controller 

 
The main objective of a neural network algorithm is to obtain appropriate weights and biases for 

the network to be as accurate as possible. Multiple techniques are used to determine the optimal 
values for an ANN's weights and biases. In this study, we used a method called TLBO. Figure 8 shows 
that the inputs (e) and outputs (out) of the BBO-PI controller are used as a source of data for the 
neural network controller. 
 

 
Fig. 8. Output (o) and input (e) representation in the workspace for the BBO-PI 
controller 

 
The following code sets up the neural network. After obtaining the BBO-PI controller's input and 

output values, the hidden neurons can be initialized to complete the ANN's configuration. The 
network’s weights and biases are then extracted. Next, a pre-trained neural network’s weights and 
bias are defined using the TLBO algorithm, with the root mean square error serving as the objective 
function in this case. 

 
Step-by-step approach for TLBO-trained ANN 
Step 1: Get the input (e) from the BB0-PI controller’s workspace. 
Step 2: Get the target (output) from the BBO-PI controller’s workspace. 
Step 3: Provide the Hidden Neurons 
Step 4: Use hidden neurons to set up the Feed Forward Neural Network. 
Step 5: Give the neural network the input and output values that were given. 
Step 6: Make the initial weights and biases. 
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Step 7: Use the root-mean-square error as the goal function and use the inputs, target values, 
and parameters (i.e., weights and bias) of a feed-forward ANN. 

Step 8: The TLBO algorithm is used to train the neural network, which gives us the new weights, 
biases, and errors. 

Step 9: Set up the Feed Forward Neural Network again with the new weights and biases. 
Step 10: Do steps 7 through 9 again and again until the objective function is very low. 
 
The network has converged when the mean square error (NMSE) decreases to an acceptable level 

while the synaptic coefficients are optimized to a final value. It is also possible to interrupt the 
learning process by reducing the number of iterations. A flowchart of the training algorithm is shown 
in Figure 8. The BBO-PI controller will ultimately replace the feed-forward neural network depicted 
in Figure 9 for a given input and output. 

  

 
Fig. 9. Flow chart representation of TLBO-ANN 

 
With a certain input and output, we will finally get the feed-forward neural network block and 

inside layering structure shown in Figure 10. The PSO-PI controller will replace this feed-forward 
neural network block. 
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Fig. 10. Simulink block  obtained from TLBO-ANN 
algorithm 

 
7.3 Active  Current  Coefficient  Control 

 
With this theory, we can determine the precise amount of active current that the PV system must 

supply to the load. First, the phase-to-phase grid voltage is sensed and transformed into the phase-
to-ground voltage; next, this voltage is transformed into the a-β reference frame voltage via the Clark 
transformation; finally, the inverse Clark transformation is used to convert the a-β frame voltage back 
into the a-b-c frame voltage. From there, we can derive a-b-c grid voltages (Vga, Vgb, and Vgc). A 
band-pass filter is applied to these voltages to remove higher-order harmonics, and here we create 
some exclusive vectors for PV grid synchronization. Again, measuring the load current is essential. 
Find the active current coefficients for lines a, b, and c using the given load currents and the unique 
vectors, as shown in Figure 11. Finally, we’ll take an average of these values to determine the actual 
active current needed by the load (IL). 
 

 
Fig. 11. Simulink representation of Active Current Coefficient theory 

 
8. Results and Discussion 

 
The simulated system includes a shunt active filter run on solar photovoltaic’s (PV) to reduce 

harmful harmonics and enhance power quality. To generate gate pulses for the inverter, a voltage-
source inverter (VSI) incorporates a hysteresis controller. Maximum Power Point Tracking (MPPT), a 
technique based on P&O, is used in the model to get the maximum power from the solar panel. SAHF 
was included and excluded from the model in the evaluation of the network. The V-I traits can be 
determined through statistical examination. To reduce current harmonics and promote power 
enhancement, a photovoltaic (PV)-based shunt active filter was tested and analyzed in 
MATLAB/Simulink. The photovoltaic panels received solar irradiation at 1000 w/m2 and 250 °C as 
their input. The short-circuit current, open-circuit voltage, and maximum power output are shown in 
Figure 12. 
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Fig. 12. Output characteristics (Pmax,VPV,IPV,Irradiation) of PV module 

 
8.1 Harmonic Spectrum of  PV-SAPF with conventional PI controller 

 
Here, the PV-integrated SAPF uses a conventional PI controller to regulate the DC capacitor 

voltage. Figure 13 demonstrates that the THD on the grid can be reduced from 18.2% [36,37] (without 
SAPF) to 3.08% when using PV-SAPF with a conventional PI-based controller. 

 

 
Fig. 13. Source current FFT analysis of PI based PV-SAPF 

 
8.2 Harmonic Spectrum of  PV-SAPF with BBO trained PI controller 

 
However, in this case, the PV-integrated SAPF uses a BBO-trained PI controller to control the 

voltage of the DC capacitor. Kp and Ki gains of the PI controller will be fine-tuned using a 
biogeography-based optimization (BBO) strategy to optimize the error voltage (IAE), the objective 
function. If a nonlinear load is connected to the grid at the same time, in order to maintain the 
sinusoidal shape of the grid current, SAPF is going to inject a compensating current into the PCC. The 
harmonic spectrum of the PV-SAPF with the BBO-PI controller is shown in Figure 14. The figure clearly 
displays the THD value at source current to be 0.91%, demonstrating a drop from 1.18% to 0.91%. 
The BBO-PI controller’s settings are listed in Table 2. 

 

 
Fig. 14. Source current FFT analysis of BBO trained PI based PV-SAPF 
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Table 2 
BBO Parameters  
BBO Parameters Values 
Max number of Iterations 100 
Number of Tunable Variables 2 
Keep rate 0.2 
Total Quantity of Kept Habitats 5 
Total Quantity of New Habitats 20 
Total Populations 25 
Alpha 0.9 
Mutation 0.1 
Emigration and Immigration rates 1 

 
8.3 TLBO trained ANN  based  PV integrated SAPF 

 
Here, the TLBO-ANN controller Simulink block has taken the place of the BBO-PI controller. This 

Simulink block was taken from Figure 10 and is shown interacting with a feed-forward neural network 
in Figure 15. The source current’s total harmonic distortion (THD) appears to have dropped to 0.55%, 
according to the results. 

Figure 16 illustrates the waveforms of the source voltage and source current. The harmonic 
spectrum of the source current is depicted in Figure 17. The TLBO-ANN controller’s converging 
spectrum can be seen in Figure 18. 

 

 
Fig. 15. Controlling the DC voltage in a PV- SAPF with an TLBO-ANN regulator 

 

 
Fig. 16. The waveforms of the VS,ISby using TLBO trained ANN based PV- SAPF 
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Fig. 17. THD result of IS (Grid current) by TLBO tuned ANN based  PV-SAPF 

 

 
Fig. 18. Converges graph for the TLBO-ANN based PV- SAPF 

 
The parameters for the TLBO-ANN are detailed in Table 3. Table 4 provides an overview of how the SAPF 

performed in each of the four scenarios.    
 

Table 3 
The data to a TLBO-trained ANN 
The maximum number of iterations 1000 
Quantity of Students 50 
Teaching Factor 1 
Hidden Neurons 12 
Total number of  Variables 1 
Weight upper limit 200 
Weight lower limit 0 

 
Table 4 
Table of Comparisons 

S_no Type of Controller Component THD value (%) 
1 Without using SAPF  [38] IS (SourceCurrent) 18.42 
2 PI  based PV- SAPF IS   (Source Current) 3.08 
4 BBO tuned PI Based PV-SAPF IS   (Source Current) 0.91 
5 TLBO tuned ANN controller based PV-SAPF IS   (SourceCurrent) 0.55 
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8.4 SAPF converter without DG integration scheme 
 

The SAPF converter does not receive any supply from the PV panel. This means that this converter 
acts like only the FACT controller, which will inject the required reactive power into the load, and the 
load requires active power taken from the grid itself. From Figures 19, 20, and 21, we can clearly 
observe that the load required an active power of 5226 w and a reactive power of 2058 VAR. The 
reactive power was supplied only from the SAPF inverter, and the active power was supplied from 
the grid. Such that the SAPF converter without the DG integration mode acts as the FACT controller. 

 

 
Fig. 19.  Required Active  power & Reactive power by non-linear load 

 

 
Fig. 20. Active  power & Reactive power from SAPF inverter without DG 

 

 
Fig. 21. Active  power & Reactive power from the GRID 

 



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 43, Issue 2 (2025) 93-110 

107 
 

8.5 SAPF converter with DG integration scheme 
 

The SAPF converter received a supply from the PV panel. This means that this converter acts like 
a DG converter as well as a FACT controller, which will inject the required reactive power into the 
load and active power. If the power required from the converter to the load is insufficient, the load 
will take the remaining required power from the grid. If there is excess power from the SAPF 
converter, it is sent to the GRID. From Figure 22, we can clearly observe that the load required an 
active power of 5226 w and a reactive power of 2058 VAR. Only the SAPF converter supplied the 
reactive power, and the same SAPF converter also supplied the necessary active power, as shown in 
Figure 23 and Figure 24.From that, the PV-SAPF converter actually has 25 KW of real power, but the 
load requires only 5226 W of real power, which is supplied from the PV-SAPF inverter, and the 
remaining 20 KW of real power is sent to GRID for future purposes. Such that the SAPF converter 
with DG integration mode acts as the FACT controller as well as the DG. 

 

 
Fig. 22. Required Active  power & Reactive power by non-linear load under DG integration 

 

 
Fig. 23. Active  power & Reactive power from  PV integrated SAPF inverter 

 

 
Fig. 24. Active  power & Reactive power at the GRID side 
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9. Conclusions 
 

The scope and complexity of power quality problems like harmonics and reactive power are 
constantly growing. Using strategies from artificial intelligence, it has been found that active filters 
can be made better at correcting reactive power and reducing harmonics. Total harmonic distortion 
can be reduced at the source end of the distribution network by implementing the TLBO-ANN control 
method proposed in this article. 

The design of a photovoltaic (PV) integrated shunt active power filter is presented in this paper. 
It is made up of an artificial neural network (ANN) for DC-link control that was trained using teaching 
and learning-based optimization (TLBO). It works best when the voltage is right. To improve the 
power quality by reducing the total harmonic distortion (THD), this configuration was set up as 
follows: The software Matlab-Simulink simulates two different situations and then shows the results. 
With conventional PI controller-based PV-SAPF and BBO-tuned PI-based PV-SAPF, the THD remained 
at a minimum. The proposed TLBO-trained ANN-based PV-SAPF does a superior job of reducing the 
THD in the source current than the BBO-tuned PI-based PV-SAPF. The proposed BBO-trained PV-SAPF 
provides reactive power and also supplies active power when the load requires it (DG functionality). 

In the near future, this proposed shunt active power filter will be implemented hardware-in-loop. 
ANNs, ANFIS controllers, and other optimization strategies can be used to make the PV-integrated 
SAPF respond better. 
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