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The process of labeling text datasets presents a challenge in sentiment analysis, 
especially those done manually. This is because it takes time, effort, and skill which is 
taxing in Twitter data labeling. This study aims to auto-label Twitter dataset using a 
clustering approach to classify tourism twitter sentiment using one of the LSTM (Long 
Short Term Memory) deep learning algorithms. The clustering used for the auto labeling 
process is K-means, while the deep learning sentiment classification used is LSTM. The 
research datasets consist of 10,228 tweets about Yogyakarta tourism in Indonesia. The 
Twitter data language used in this study is Indonesian. The classification process using 
LSTM is carried out twice, the first process uses a manual label dataset, and the second 
process uses an auto-labeling dataset. The sentiment class is divided into 3, namely 
negative, positive and neutral. The results indicates that the classification of tourism 
twitter sentiment using the auto-labeling dataset provide better accuracy results than 
the manual-labeling dataset. LSTM classification model with auto-labeling dataset 
produces optimum graphs with an average accuracy of 99% while manual-labeling 
datasets produce overfitting charts with an average accuracy of 40%. The results 
showed that the auto-labeling process of the class dataset using K-Means clustering can 
improve the accuracy of the classification results of Yogyakarta tourism Twitter 
sentiment. The model produced in this study can help in solving class labeling problems 
in sentiment classification. 
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1. Introduction 
 

In recent decades, information technology's rapid growth has made the distribution of 
information becomes particularly relevant [1]. The introduction of social media has given Internet 
users the ability to express and share their opinions and views on various issues and events [2]. 
Twitter is one of the social media that is overgrowing in processing public opinion.  In particular, 
Twitter provides a platform on which discussions on various topics can be detected more rapidly than 
other standard information channels. In the scientific literature, Twitter can offer a more fertile 
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ground for sentiment analysis than Facebook. The main reason is that emoticons icons can easily 
extract twitter data and tweets.  

A very large number of very short messages created by the users of this microblogging site are 
included in Twitter. From personal opinions to official statements, the contents of the messages 
differ. Data from these sources can be used in opinion mining and sentiment analysis tasks as the 
audience of microblogging sites and services expand daily [3].  

Analysis of social media data that mostly used to identify public opinion is sentiment analysis. 
This method has been widely used to predict an organization's early identification in capturing social 
media views [4]. Sentiment analysis is one of computer science's fastest-growing research fields, 
making it difficult to track all field activities [5]. One of the problems that arise in sentiment analysis 
is the exceedingly large number of datasets assigned labels or classes. The raw information used to 
train these classifiers is plentiful and easy to gather, but labels are missing. Labels are important to 
train supervised classifiers; however, considerable human effort is needed for the labeling process 
[6]. 

Also, because of the unstructured nature of reviews, labeling is a challenging job, with many of 
them featuring slang, lack of punctuation, and inaccurate grammar [7]. It is costly to procure training 
labels for specific text classification issues, although vast amounts of unlabeled documents are readily 
accessible [8]. Several studies have developed auto labeling techniques to classify dataset labels 
through grouping or classifying datasets before using a classifier algorithm [6,8-10]. Text datasets 
with clear class labels in sentiment analysis will increase the classifier algorithm in developing a 
successful classification. A large volume of Twitter slang poses a challenge for researchers to collect 
tweet data accurately.  

The research objective is to develop an auto labeling model on the Twitter dataset using the K-
Means clustering approach to classify Twitter sentiments regarding tourism in Yogyakarta-Indonesia. 
Yogyakarta is one of the tourist destinations for local and foreign tourists in Indonesia, where the 
number of tourist visits has increased annually. This is because Yogyakarta has many types of tourism, 
namely nature, art, culture, and culinary tourism [10-12].  

The sentiment classification used in this study is one of deep learning algorithms, namely LSTM. 
Several studies on sentiment classification texts using LSTM [10-13] can be a classifier algorithm on 
the topic of text mining or sentiment analysis. Sentiment analysis regarding tourist opinion [15,16] is 
very useful for decision-makers because sentiment analysis results show tourist satisfaction on 
tourist attraction’s management in an area. This study is related to tourism located in one of famous 
tourist destinations in Indonesia, namely Yogyakarta. This paper's structure consists of section 1 for 
introduction, section 2 for literature review, section 3 for research framework, section 4 for results 
and discussion, and the last, section 5 for conclusion. 
 
2. Literature Review  
 

Sentiment analysis, which is a part of text mining, is a collection of methods, techniques, and 
tools for detecting and extracting personal information from a sentence in a language, such as 
opinions and attitudes [17,18]. Sentiment Analysis or Opinion Mining is a way to compare people's 
emotions, attitudes, and opinions about a particular entity. Entities can represent individuals, events, 
or topics [19]. The target of sentiment analysis is to find opinions, feedback, or reviews, and then 
identify the sentiments they want to express and then classify their polarity as positive, negative, or 
neutral [20]. Sentiment analysis has become a leading framework for scientific and commercial 
market research. It examines people's thoughts, views, actions, attitudes, and emotions towards 
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individuals, organizations, goods, services, problems, and their qualities in written or spoken 
language [21,22,35,36]. 

Online data extraction and interpretation, polarity and subjectivity, feature collection, sentiment 
analysis of comparative sentences, opinion quest, and retrieval discovery are the majority of 
sentiment analysis studies. One of the service sectors that uses public opinion to improve its services 
is tourism. Tourists are now able to access numerous sources of knowledge and create their content 
and share their thoughts and experiences. In terms of both reputation and results, tourism content 
exchanged via social media has become a significant source of knowledge that impacts tourism [23-
25]. Public opinion regarding tourism in an area becomes the content of social media accounts that 
will be an input for tourism managers or the government [25]. Sentiment analysis can manage 
opinions using the classification method. 

Long Short Term Memory (LSTM) is a deep learning algorithm that can classify opinions or 
sentiments well. Deep learning has made significant breakthroughs in text categorization tasks in 
recent years, and the network model based on deep learning technology has also produced better 
classification results in aspect-based affective analysis tasks than conventional machine learning 
approaches. Sentiment analysis can manage opinions using the classification method [26]. Several 
studies on sentiment analysis related to tourism (tourist spots, travel, trips, tourism facilities) using 
the LSTM deep learning algorithm show classification results with good accuracy [27-29]. LSTM which 
is part of deep learning recurrent neural network has the form of a series of recurring neural network 
modules. LSTM has the same structure but has an additional feature in the form of a gate on the cell 
[30,31,34]. 

Text mining research provides maximum results in the classification or identification of opinions 
if many datasets support it. The problem arises when the necessary information used to train this 
classifier is large and easy to collect, but the label is missing [7]. The process of labeling class to very 
large datasets is a challenging task as it is time-consuming, expensive, and has the potential for 
manual mislabelling. 

The automatic labeling process uses the K-Means grouping method. The data grouping method 
is one of the unsupervised learning techniques, which means that the clustering method can group 
data into several groups. One of the most widely used classification methods is the K-Means Method 
[31,32]. 

 
2.1 Long Short Term Memory (LSTM) 

 
Long Short Term Memory or commonly abbreviated as LSTM, is a special form of RNN that can 

carry out learning on long-term dependencies. This model was introduced by Hochreiter and 
Schmidhuber in 1997. LSTM, which is part of a deep learning recurrent neural network, has the form 
of a series of recurring neural network modules. LSTM has the same structure but has an additional 
feature, such as a gate on the cell. Figure 1 shows the details of the LSTM structure. 

 

 
Fig. 1. LSTM structure 
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The LSTM will determine what information will be removed from the cell. This decision is made 
by the forget gate layer (see Figure 2). This layer will pay attention to ℎ!"# and 𝑥! so that it will 
produce output between 0 and 1. The mathematical equation can be seen in Eq. [(1). Output 0 
represents that information will be forgotten, while output 1 represents that information will not be 
forgotten. 

 
𝑓t = 𝜎(Wf . [ht-1 , xt] + bf)                                     (1) 

 
where 𝑓! is a function to produce outputs 0 and 1.  
 

 
Fig. 2. Forget structure layer 

 
A sigmoid layer called the input gate layer determines which values to update can be seen in Eq. 

(2). Next, a tanh layer creates a vector of the new candidate value, 𝐶!, which can be added to the 
state. The Equation can be seen in Eq. (3). These two layers will be combined to update the state (see 
in Figure 3). 
 
𝑖! = 𝜎(𝑊$ 	. [ℎ!"#, +𝑥!] 	+ 𝑏$)                                 (2) 
 
𝐶! = 𝑡𝑎𝑛ℎ(𝑊% 	. [ℎ!&#	, 𝑥!] 	+ 𝑏')                                                                (3) 
 
Where 𝑖! is an activation function that functions as an input gate layer. 
 

 
Fig. 3. Remember gate structure 

 
The old state will be updated, 𝐶!"# to the new cell state 𝐶! (see Figure 4). Then, 𝑓! will be 

multiplied by the old state, ignoring the previously forgotten information. Then, 𝑖! is added with 𝐶!, 
the equation can be seen in Eq. (4).  
 
𝐶! = 𝑓! ∗ 𝐶!"# + 𝑖! ∗ 𝐶6!)                                                                             (4) 
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Fig. 4. Update layer structure 

 
The final step is to determine what the output is 𝑂!. The sigmoid layer will determine the part of 

the cell that will be removed, the equation can be seen in Eq. (5).  Then, the cell is passed to the tanh 
layer (to force the output value between -1 and 1) and multiplied by the output of the sigmoid gate, 
this equation can be seen in Eq. (6). 
 
𝑂! = 𝜎(𝑊([ℎ!"#, 𝑥!] 	+ 𝑏()                                                                                     (5) 
 
ℎ! = 𝑂! ∗ 𝑡𝑎𝑛ℎ(𝐶!)                                              (6) 
 
2.2 K-Means Clustering 

 
The data grouping method is an unsupervised learning technique where the clustering method 

can group data into several groups. One of the clustering methods that is widely used is the K-Means 
Method [33]. K-Means is able to minimize the average distance of each data to the cluster. Mac 
Queen developed this method in 1967. This method partitioned data into groups so that data that 
had the same characteristics were grouped into the same group, and data that had different 
characteristics were grouped into other groups.  

The K-Means algorithm has several stages, namely 
i. Input: n points, distance function d(), number k of clusters to find.   

ii. Start with k centers.  
iii. Compute d (each point x, each center c).  
iv. For each x, find closest center c(x).  
v. If no point has changed "owner" c(x), stop. 

vi. Each c ¬ mean of points owned by it. 
vii. Repeat from ii.  

Three user-defined parameters are required for the K-means algorithm: number of K clusters, 
cluster initialization, and distance metric. K is the most critical choice. The data mean it is defined 
below in Eq. (7). 

 
𝐶$ =

#
)
∑ 𝑥*)
*+#                                                                                                                                                     (7) 

 
Calculating the distance d can use several distance formulas, including Euclidean, Manhattan/City 

Block, and Minkowsky. The allocation of owner membership uses equation in Eq. (8). 
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𝑎$, = 9
1, 𝑑 = 𝑚𝑖𝑛{𝐷(𝑥$ , 𝐶,)}
0, 𝑙𝑎𝑖𝑛𝑛𝑦𝑎                                                                                                                          (8) 

 
The K-means algorithm finds the partitions in such a way that the squared error between the 

empirical mean of a cluster and the points in the cluster is minimized. 
 

3. Research Methodology  
 
The research object used to develop an auto labeling model on the Twitter dataset using the K-

Means clustering approach in the classification of opinions related to tourism in Yogyakarta-
Indonesia as many as 10228 tweet datasets using Indonesian. The data is obtained through a crawling 
process using keywords related to some of the most visited tourist objects in Yogyakarta. The stages 
of the research process carried out are shown in Figure 5. This study will compare the LSTM 
classification results' accuracy using a dataset that is labeled automatically and manually. 

 

 
Fig. 5. Research framework 

 
The data source comes from Twitter with the Yogyakarta tourism data item. Primary research 

data in the form of Twitter data requires special steps before the data is processed into sentiment 
analysis. The details of the stages carried out in this study are Figure 5, namely 

I. Collecting papers on tourism in Yogyakarta. 
II. Create a word cloud to find the number of words that frequently appear from the 

collected paper. 
III. Perform data crawling using keywords from several words from word cloud processing. 
IV. Data crawling results that change Twitter's raw data are stored in CSV form, and after that, 

the preprocessing stages are carried out, namely filtering and association. 
V. Data filtering has the following stages. 

a. Converting to Lowercase - Steps are taken to convert tweets to lowercase. This prevents 
the same word from having multiple copies. 
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b. Removes punctuation marks because when handling text data, it doesn't add any extra 
details. Removing all these examples will also help us reduce the size of the training 
results. 

c. Stop Words Removal should be removed from text data with words that appear 
frequently. 

d. Deletion of unusual words: Remove rare words from the text. Because they are very rare, 
noise dominates the relationship between them and other words. For more general 
forms, you can substitute unfamiliar words and these will have a larger number. 

e. Spelling correction - We've all seen tweets with lots of misspellings. Our timeline is 
sometimes filled with hastily sent tweets that are often almost unreadable. We'll be using 
the TEXT BLOB python library for this. 

f. Tokenization refers to breaking the text into a series of words or phrases. 
g. Lemmatization, instead of simply eliminating enough, turns the word into the root word. 

To get the roots, use vocabulary and perform morphological analysis. After the data 
filtering stage continues to look for associations between words in each tweet. 

Manually marking large amounts of training data is the most difficult method of sentiment 
analysis. The automatic labeling of datasets in research using the K-Means algorithm is grouped into 
3, namely positive, neutral and negative. Furthermore, the dataset that has been labeled using the 
K-Means clustering approach is divided into 2 parts, namely the 80% dataset for training and 20% 
dataset for testing. The algorithm used for sentiment classification in this study is LSTM. The software 
used in this study is based on python, namely Google Colab by using several existing libraries in 
python [34,37]. 

 
4. Result and Discussion  

 
This section will explain the results and discussion related to the research process starting from 

the input, process, and output. A display of a portion of the dataset that has passed the preprocessing 
stage is shown in Table 1. 

 
Table 1 
Overview dataset 
 Text Times tamp 
0 Malioboro area looking for top 1/13/18 23:34 
1 Some people think they study in an old school city… 1/31/18 22:06 
2 When I was a fan of Tatu, I bought the CD….. 1/31/18 18:47 
3 You've never been in a relationship, what do you do?... 1/31/18 18:15 
4 Yes, it's raining in Malioboro 1/31/18 17:09 

 
This study compares the ability of LSTM to classify Twitter sentiments using datasets that are 

labeled automatically and manually. The dataset that has been labeled manually will then be 
analyzed using the sentiment analyzer in Python software. The sentiment analyzer produces output 
scores for three classes (negative, positive, neutral) called compound_score and result_sentiment. 
The results of automatic labeling through a sentiment analyzer are then tested by comparing the 
results of labeling using K-means clustering. The K-means results show a change in the labeling of the 
dataset so that there is a change in the amount of data for each class (Figure 6). This Figure shows 
the number of each class labeling results using the K-Means clustering algorithm between manual 
labeling and the sentiment analyzer. 
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Fig. 6. Comparison of labeling methods 

 
Furthermore, the dataset with manual labeling data and the K-means algorithm will be classified 

using one of the deep learning algorithms, namely LSTM. The training data uses 80% of the dataset, 
and for testing, data uses 20% of the dataset. The LSTM model parameters are shown in Figure 7. 

 

 
Fig. 7. LSTM model parameters 

 
The summary of the LSTM model displayed by python software in Figure 8 shows there are seven 

layers in the LSTM model, namely the embedding for text input consisting of 64 neurons, 
spatial_dropoutid to reduce overfitting consisting of 64 neurons, bidirectional consisting of 128 
neurons, a dense layer consisting of 64 neurons, the dropout layer consists of 64 neurons with a 
dropout value of = 0.3, the dense_1 layer consists of 3 neurons, and the activation layer consists of 3 
neurons that use the softmax function and the adam optimizer. The above LSTM model parameters 
are used to classify manually labeled datasets using K-means. The results of the LSTM classification 
accuracy of the two types of datasets are shown in Table 2 and Table 3. 
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Table 2 
LSTM performance using manual labeling 

Epoch Final Accuracy Final ValAccuracy Final Loss Final Val_Loss 
20 0.6547 0.4435 0.7799 1.3936 
30 0.7582 0.4341 0.6012 2.3793 
40 0.8042 0.4292 0.5122 3.4888 
50 0.8297 0.4440 0.4586 4.3008 
60 0.7769 0.4194 0.5613 3.0731 
70 0.8707 0.4248 0.3841 4.4927 
80 0.8110 0.4351 0.5029 3.9519 
90 0.8689 0.4410 0.3785 4.9013 
100 0.8364 0.4400 0.4523 4.3072 

 
This study conducted LSTM training experiments from epoch 20 to 100 for manual-labeling and 

auto-labeling datasets. Table 2 shows the LSTM performance for the manual datasets in each epoch. 
In the manual-labeling dataset, LSTM performance shows an overfitting curve, which means that the 
accuracy and val_accuracy values show significantly different values on the epoch to 20 to 100 with 
an average accuracy of 40% (see Figure 8). 

 

 
Fig. 8. Comparation of manual labeling result 

 
Table 3 shows the performance results of the LSTM model using auto labelling. This is different 

from the auto-labeling dataset which produces a good fit or optimum curve, which means that the 
accuracy and val_accuracy values are almost the same at the 20th to 100th epoch with an average 
final accuracy of 99.6% and an average val_accuracy of 99.2%. 

 
Table 3 
LSTM performance using auto-label 
Epoch Final Accuracy Final ValAccuracy Final Loss Final Val_Loss 
20 0.9864 0.9932 0.057 0.0242 
30 0.9945 0.9912 0.0232 0.0678 
40 0.9954 0.9888 0.0202 0.2249 
50 0.9939 0.9946 0.027 0.0348 
60 0.9962 0.9956 0.018 0.1206 
70 0.9936 0.9951 0.0261 0.0273 
80 1.0000 0.9927 0.000015 0.0564 
90 1.0000 0.9907 0.0000016 0.0725 
100 1.0000 0.9922 0.0000001 0.0526 
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The graph in Figure 9 shows the values for final accuracy, final Val_Accuray, Final Loss, and Final 
Val_loss for each epoch for a dataset labeled using K-Means clustering. The data shows that the Final 
Accuracy and Final Val_Acurracy values are almost the same, especially at the 50th and 70th epoch 
at 99.5%. 

 
Fig. 9. Comparation of auto labeling result 

 
Detailed data on the LSTM performance of the auto-labeling dataset for each epoch 20 to 100 in 

Table 3 shows that epoch 50 and epoch 70 have almost the same final accuracy and final val_accuracy 
values, namely 99.5%. 

Meanwhile, the final loss and val_loss values at epoch 50 (see in Figure 10) and epoch 70 show 
the same value, namely 3%. The highest final accuracy value is shown by epoch 80 to 100, which is 
100%, but this value has a higher difference to the final val_accuracy value compared to epoch 50 
and epoch 70. Besides, the final_loss and final val_loss epoch values 80 to 100 have quite a difference. 
take effect. 

 

 
Fig. 10. Training performance of epoch 50 

 
5. Conclusions 
 

The dataset in big data research is very important, especially sentiment analysis research in the 
scope of text mining; this is because the data collected must be large and have the correct class label. 
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The process of labeling a dataset in the text requires a lot of energy and time when done manually. 
This study succeeded in comparing the use of manually labeled datasets and using the K-Means 
clustering process for auto-labeling on the tourism dataset in classifying sentiments regarding tourist 
opinion in Yogyakarta-Indonesia. The classification algorithm of tourist opinion sentiment via Twitter 
using LSTM shows that the auto-labeling class's classification results provide optimum results with 
average accuracy and validation accuracy of 99% at epoch 50 and 70. While the classification using a 
dataset with manual class labeling gives overfitting results for all epochs trained in the model. The 
results of the study note that the process of class labeling on large text datasets can be done through 
auto-labeling using the K-Means clustering approach. This process can reduce the inconsistency of 
class labels and increase the accuracy of the model results.  
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