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 ABSTRACT 

 

 

 

Precision agriculture is a technology-driven approach to farmer to improve their crop 
yields and reduce costs. One of the major challenges facing farmers today is the lack of 
precise prediction which leads to decreased production and mismanagement of labour 
and resource. Precision technology is costly, and they only rely on manual observations 
which are less precise.  Crop yield prediction systems on cloud computing can solve 
both problems by predicting the harvested fruit at earlier stages of farming and ease 
farmers to make decisions. In this study, we proposed a crop yield prediction system 
for farmers that utilizes cloud computing and machine learning techniques. The system 
uses data on the physical growth of the plant such as plant’s height at 15 and 30 days 
after transplant, type of pollination treatment, condition of the leaves, and their variety 
to predict the crop yield at the early stage. Logistic regression, k-nearest neighbour, 
and random forest classifier were used to compare the accuracy of the model. Our 
result shows that by using a random forest classifier, it can achieve an accuracy of 91% 
which is higher than logistic regression which is only 73% of accuracy, and k-nearest 
neighbour with 82% accuracy. The study highlights the potential of precision 
agriculture, cloud computing, and machine learning to revolutionize the way farmers 
manage their crops and increase their efficiency and productivity, even with the limited 
resources and hardware that many farmers have. 
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1. Introduction 
 

Agriculture is an industry that has co-existed with human societal evolution and the advancement 
of our species. Resource management in agriculture plays a key role in tackling important issues we 
face today, such as overpopulation and food supply management. Toward better food security, 
Malaysia already has implemented National Food Policy Action 2021-2025. The development of 
technology, enabling research and studies, empowering food security data, expanding strategic 
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collaboration, and bolstering departmental and agency governance were all described as part of the 
plan's five fundamental initiatives [1].  

One of the problems is farmers experience decreased production due to a lack of understanding 
of their crop’s potential yield. This leads to a lack of proper planning for labour and resource needs. 
Without accurate predictions, farmers cannot estimate how much fruit can be harvested in a season. 
In some scenarios, when the produce is more than the farmers expected, it can lead to storage 
problems or waste due to no buyers. Another problem is farmers spend more energy on monitoring 
their crops to estimate the yield. Some technologies are costly, so farmers need to rely on manual 
observations and inspections, which can be less precise. Manually observing the crops is time-
consuming and physical strain as farmers need to evaluate all their plants. Some observations also 
happen at a late stage of the plant where the plant is already bearing fruit.  This observation needs 
farmers to monitor for leaf discoloration, pests like aphids, and signs of diseases on leaves and fruits. 
They need to ensure proper pollination during flowering, monitor fruit growth, and maintain 
consistent soil moisture. Checking for ripe fruits and providing support for vining varieties are also 
essential. Regular observation helps identify problems early, allowing farmers to take timely actions 
to ensure healthy plant growth and a good harvest.  

The primary goal of this project is to develop a Rock Melon Crop Yield Prediction system for rock 
melons planted in poly bags within a greenhouse environment. The system aims to achieve two key 
objectives: firstly, to conduct a study on models suitable for predicting rock melon crop yield, and 
secondly, to develop an accurate and effective rock melon crop yield prediction system utilizing the 
most suitable model identified during the study.  

The use of cloud computing in agriculture greatly helps farmers to have storage and computer 
resources for them to analyse their plants. Cloud computing offers three services which are Platform 
as a Service (PaaS), Infrastructure as a Service (IaaS), and Software as a Service (SaaS). With cloud 
computing, everything becomes easier to acquire such as convenience and cloud storage which is 
dependable. Machine learning is a technology that enhances crop productivity. It assists in predicting 
the quantity of fruits that can be harvested for the season by analysing various farm data, such as 
plant height, fertilizer usage, pesticides, and pollination. This capability greatly aids farmers in 
monitoring and improving their farm management. 

The project scope is divided into user and system scopes. User scope describes the user of the 
system and sources of the dataset used. Meanwhile, the system scope describes the limitations of 
the crop yield prediction system. This project was in collaboration with two students from the Faculty 
of Agriculture. There are two different types of users which are farmers and developers. Farmers are 
the students who plant rock melon crops and have great knowledge of agriculture. The developer is 
the person who designed and developed the rock melon crop yield prediction system. The rock melon 
plant has been planted by the students from the Faculty of Agriculture in a polybag in a greenhouse 
located at the Pusat Pertanian Putra, Universiti Putra Malaysia. The plants have been given 
recommended fertilizer, pesticide, and water as scheduled. There are around 100 rock melon plants 
in the greenhouse planted in a polybag. In conclusion, this project develops a rock melon crop yield 
prediction that can help farmers predict the estimated rock melon produced in a season. This project 
also adopts cloud computing technology as it is used as a storage and machine learning resource. 
Lastly, this project will greatly help the farmers with precision agriculture and help to decide on their 
labour management and marketing decision-making. 

There are six sections in the paper's structure. The first section describes the project background, 
problem statements, objectives, and scope of the project. The second section is about a literature 
review of the research that has been done on crop yield prediction and models related to the project. 
Section 3 is about the methodology used for this project which is explained generally from one phase 
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to another phase. Section 4 describes the software and hardware requirements of the project, 
algorithms used for machine learning, and the description of the rock melon dataset. Section 5 is 
about project implementation where the development process of the project is described. Results 
and discussions will be discussed in this section. Section 6 is about project limitations and future 
works. It describes the weakness of the system and provides solutions for future development. 

 
2. Literature Review 

 
Rock melon, also known as cantaloupe and musk melon or scientific name Cucumis melo L. 

belongs to the Cucurbitaceae family which comprises many other types of squashes and melons. 
Villanueva et al., [2] claimed that rock melon has exceptional soil and temperature tolerance making 
it easier to cultivate in all different temperate parts of the world. It takes around 75 days for the fruit 
to be ready to be harvested starting from when the seed was planted. Rock melon fruit is greyish 
green in colour outside and striking golden yellow on the inside. This rock melon plant is planted in a 
poly bag inside a greenhouse and uses a drip irrigation system for fertigation. The fertilizer was mixed 
with water in a reservoir with a certain electrical conductivity (EC) and potential of Hydrogen (pH). 
Subsequently, the solution was conveyed to the plant through the piping lines according to the 
schedule. Figure 1 below shows the piping line and fertilizer injector of the plant. 

Chen et al., [3] proposed a fruit prediction system for strawberries on a deep neural network 
using high-resolution aerial orthoimages. Usually, the number of flowers and their distribution are 
estimated manually, which is time-consuming and labour-intensive. With the use of technology, a 
small unmanned aerial vehicle (UAV) is equipped with an RGB (red, green, blue) camera to capture 
images from above the farm and create orthoimages of the strawberry field. Then, the collected data 
was used for prediction. The identification and counting of the number of blooms, ripe strawberries, 
and immature strawberries were done using a state-of-the-art deep neural network model known as 
the region-based convolutional neural network (R-CNN), which is quicker. With an average occlusion 
of 13.5%, the deep learning counting accuracy on average was 84.1%. Another study in deep learning 
that combines background subtraction and deep learning also concludes that R-CNN is an effective 
method for quick deep learning in obstacle detection, as demonstrated in their work on agricultural 
field analysis (Christiansen et al.,) [4]. This technique could offer precise strawberry blossom counts 
that can be used to predict future yield. This method has been tested for strawberries only and 
different fruits may have different results. However, with the use of high-technology drones, 
orthoimages take much more time to train the data and use a lot of storage making it a more costly 
method. Also, farmers may not have the technical expertise to operate the drone and make use of 
the technology which could limit the adoption of this technology. 

Gong et al., [5] proposed a deep learning-based prediction on greenhouse crop yield by using a 
combined temporal convolutional network (TCN) and recurrent neural network (RNN). Another study 
by Lea et al., [6] also stated that temporal convolutional networks (TCN) excel in accurately 
recognizing and segmenting fine-grained human actions within videos, making them valuable for 
applications like robotics, surveillance, and education. Greenhouses are currently commonly used for 
plant growth. In the contemporary greenhouse, environmental conditions may also be regulated to 
ensure the highest crop output. Accurate crop production prediction is a crucial prerequisite for 
controlling greenhouse environmental variables adequately. By fusing two cutting-edge neural 
networks, which are TCN and RNN; Gong et al., [5] created a novel method for predicting crop 
production in greenhouses. The data that was needed included historical yields and greenhouse 
environmental parameters such as carbon dioxide (CO2) concentration, temperature, humidity, and 
other related data. A long short-term memory (LSTM) - RNN is used to pre-process an input temporal 
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sequence including historical yield and environmental data to extract representative features, which 
are then further processed by a sequential of residual blocks of the TCN module. A fully connected 
network is then supplied with the characteristics that were ultimately derived from the TCN to 
forecast future crop yields. The proposed approach has been proven for accurate greenhouse crop 
yield prediction, but the data used is only the environment of the greenhouses. The growth condition 
of the plant such as the plant’s height and the condition of its leaves can be included to know if the 
plant has a problem or not. It is also mentioned in their future work that they also need to get more 
datasets collected from different growers on different sites to improve the effectiveness of the 
prediction. 

Abd-Elrahman et al., [7] claimed that close-range high-resolution images taken in the field 
throughout the strawberry season could be an effective tool for strawberry yield prediction at various 
periods. The development of prediction models and the testing of variables both used linear 
regression models. The least squares approach was used to estimate the models. With percentage 
prediction errors of 26.3% and 25.7%, real flower and fruit counts were predicted using canopy size 
characteristics such as canopy area, volume, height standard deviation, and visually interpreted fruit 
and flower counts that were retrieved from the recorded photos. The accuracy of forecasting out-of-
sample yields at various time intervals was improved by 10-29% by using image-derived variables in 
the models as opposed to those without them. This method uses high-resolution images and drones 
which is costly for the farmers. A large training set of data consisting of images and plant parameters 
surely takes a big toll on the resources and time for machine learning to process all the data. 

Hani et al., [8] proposed a unique semantic segmentation-based strategy for fruit detection and 
undertook a detailed comparison against current state-of-the-art algorithms. It offers an end-to-end 
modular solution for estimating apple orchard production to find the fruit recognition and counting 
techniques that perform the best. Results for fruit detection show that in most data sets, the semi-
supervised technique based on Gaussian Mixture Models outperforms the deep learning-based 
methods. However, for fruit counting, all the data sets show that the deep learning-based strategy 
performs better. By combining these two approaches, Hani et al., [8] can estimate yields with 
accuracy levels between 95.56% and 97.83%. The limitation of this study is it requires a high-
resolution image to recognize the number of fruits. The yield estimation occurs when the tree begins 
to bear fruit which is a bit late for the farmers to find their potential customers. 

Cedric et al., [9] proposed a crop yield prediction for decision-level for the farmers that predicts 
at country-level six crop yields which are bananas, yams, cassava, maize, rice, and seed cotton in 
West African countries. Combining agricultural, chemical, pesticide, and meteorological databases 
from the Food and Agriculture Organization for the United Nations and the Climate Knowledge Portal 
World Bank allowed for the completion of this work. To make the process easier, they combined all 
the various data sources into a single database using ETL techniques. On the merged dataset, they 
used preprocessing methods, analytics, and feature engineering approaches. Three models were 
used which are multivariate logistic regression with a coefficient of determination (R2) is 83.30%, k-
nearest neighbour with R2 of 93.15%, and decision tree with R2 of 95.3%. The limitation of this 
research is this only focused on six crops in West African countries and the results may not be 
generalizable to other regions or crops. 

 
3. Methodology  

 
This section describes the approaches and techniques used to complete the work. There are 

several steps as in Figure 1 involving requirement, design, development and coding, integration and 
testing, implementation and deployment, and review. 
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Fig. 1. Agile methodology 

  
3.1 Requirement Phase 

 
The first phase of the proposed framework involves the requirements phase, during which the 

developer discusses the problem and objectives of the project with stakeholders. The developer 
meets with the farmers at the rock melon farm in Pusat Pertanian Putra, Universiti Putra Malaysia. 
In this meeting, there was a discussion about what the farmers needed to obtain user requirements, 
which later became the objective of the project. 

 
3.2 Design Phase 

 
The design phase includes the developer’s decision on the approach to solve the problem stated 

in the requirement phase. The machine learning algorithm added to the crop yield prediction system 
allowed for more accurate forecasts and better decision-making. Figure 2 shows the project area of 
the system which included Firebase for cloud storage and Google Collaboratory for cloud 
computation with scikit learn library for machine learning. 

 

 
Fig. 2. Project area 

 
3.3 Development and Coding Phase 

 
In the development and coding phase, describe the hardware and software used to develop the 

system. There are two main development parts which are cloud computing for data storage and 
machine learning for the rock melon crop yield prediction. In this phase, it took the longest time as 
we translated design documentation into an actual functioning system. 
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3.4 Integration and Testing Phase 
 
In the Integration and Testing phase, the product will go for testing to detect any errors in the 

coding or development. As we are using machine learning, we need to get the best model that can 
accurately predict the crop yield of the rock melon. 
 
3.5 Implementation and Deployment Phase 

 
During the Implementation and Deployment phase, the system can be deployed and made 

available to customers. Ongoing support was provided by the developer to ensure that the system 
functioned as planned. The prediction system was deployed for the rock melon farm in Pusat 
Pertanian Putra, and the results were based on the accuracy of the predictions. As this was an 
iterative process, updates to features or enhancements of the system were possible. 
 
3.6 Review Phase 

 
The review phase requires the developer to review the result with the client to make sure the 

requirements have been met. Take feedback from the client for improvement. The agile software 
development phases then restart, either with a fresh iteration or by progressing to the next step and 
scaling agile. 
 
4. System Design 

 
Cloud computing opens opportunities for everyone, including farmers, to leverage technology to 

enhance their crops. Krishna et al., [10] stated that cloud computing, with its capacity to offer a 
diverse array of services over the Internet, has garnered widespread interest and success, turning 
utility computing into a practical reality. The system of rock melon crop yield prediction was built 
fully based on cloud computing by utilizing Google Firebase for cloud storage and Google 
Collaboratory for cloud computation. 
 
4.1 Hardware 

 
The hardware required for this project is only the laptop for development and coding, as machine 

learning was done in cloud computing; and this project required the cloud storage to act as the 
connecter between the Internet of Things sensors and the mobile application.  
 
4.2 Software 

 
In this project, there are two cloud-based software used in this project which are Google Firebase 

and Google Collaboratory. Both software can be accessed through the internet and do not require 
any installation. 

Firebase can be used for many kinds of applications such as Android, iOS, JavaScript, Node.js, 
Java, Unity, etc. Firebase provides hosting services. It provides real-time hosting of databases, 
content, social authentication, and alerts, as well as other services like a real-time communication 
server, in addition to NoSQL hosting. Firebase offers Cloud Firestore that is suitable to be used as a 
cloud storage that can be connected to the sensor from the farm and the mobile application. Unlike 
a conventional SQL database, which uses SQL to store data in a table's columns and rows. Each piece 
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of information kept in the documents and collections formats is kept in the NoSQL Cloud Firestore. 
Each document has a set of key-value pairs that may be used to access data. However, the free 
version of Cloud Firestore only gives 1 Gigabytes of stored data limitation. This is already enough 
storage for this project. 

Google Colab is a Jupyter Notebook environment that is entirely cloud-based. It manages all the 
program's setup and configuration needs. Collaboratory, known as "Colab," is a Google Research 
product. Colab is particularly well suited to machine learning, data analysis, and teaching. It enables 
anybody to create and execute arbitrary Python code through the browser. Google Colab used 
Python language for coding. The free version of Google Colab provides resources of Python 3 Google 
Compute Engine backend with 13GB RAM which is sufficient for this project. Scikit-learn is a machine-
learning library in Python. It provides a variety of efficient tools for machine learning and statistical 
modelling including classification, regression, clustering, and dimensionality reduction. The user 
needs to import this library at the start of the code. It can be used with the Google Colab for data 
analysis and prediction. 

 
4.3 Conceptual Design 

 
This project is divided into two major parts which are cloud storage and machine learning for crop 

yield prediction. 
 

4.3.1 Cloud storage 
 
Looking at the first part, all the data collected from the Internet of Things sensor is stored in the 

real-time database. It provides synchronization with the NoSQL cloud database and all the clients 
connected in real-time, and it remains available when the app goes offline. This data can be accessed 
from the mobile app. Data and information from the mobile app such as user accounts, fertilizing 
schedules, and plants also was stored in the NoSQL cloud Firestore. Figures 3 and 4 show the Entity 
Relationship Diagram of the database.  

 

 
Fig. 3. Entity relationship diagram 

 

 
Fig. 4. Relational schema 
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4.3.2 Machine learning 
 
For machine learning, the rock melon crop yield dataset is collected from students of the Faculty 

of Agriculture, Universiti Putra Malaysia who planted the rock melon in a polybag in the glass house. 
Wild pollination can enhance sustainability and improve crop yield, as demonstrated by Fijen et al., 
[11] underscore the broader potential of incorporating wild pollinators in larger agricultural settings, 
emphasizing the significant economic contributions of these natural pollination methods. However, 
this study primarily utilized human-assisted pollination for more control over the pollination process. 
This rock melon was planted in late August and early October. There are 7 features in this dataset 
which are: 

 
i. Treatment. These include how the pollination is done. There are three different types 

which are T1 for self-pollination, T2 for cross-pollination, and T3 is the combination of 
both self-pollination and cross-pollination. 

ii. Variety. There are two varieties of rock melon used which are Glamour and Chanchai. 
iii. Plant height 15 days after transplant. Height is a good growth parameter for the plant as 

rock melon was grown vertically to save space. Ropes are being tied vertically to provide 
support for rock melon’s vine sprawling. The unit used is in centimetres (cm). 

iv. Plant height 30 days after transplant. The unit used is in centimetres (cm). 
v. Growth rate in 15 days. Plant height 30 days after transplant minus plant height 15 days 

after transplant. The unit used is in centimetres (cm). 
vi. Percentage of burned leaf. The burn leaf is the yellowish area of the leaves. More burned 

leaves make less green area which is not good for the plant. The percentage of burned 
leaf is classified into 3 classes 25%, 50%, and 75% burn leaf. The measurement was done 
through rough observation.  

vii. Number of rock melons harvested. The number of rock melons harvested includes all the 
rock melon fruit that can be harvested although there are different sizes and qualities of 
the fruits. It is targeted that every one of the plants produce 1 good quality rock melon 
fruit. 

 
Figure 5 shows a sample data from the dataset. 
 

 
Fig. 5. First 10 rows of the dataset 

 
Machine learning is a type of artificial intelligence that allows systems to automatically improve 

their performance by learning and experiencing the data fed to it. Goodfellow et al., [12] contend 
that machine learning solutions empower computers to acquire knowledge from experience, 
enabling them to comprehend the world through a hierarchy of concepts, each defined as simpler 
concepts. The effectiveness of these basic machine learning algorithms is significantly influenced by 
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how the data is represented. There are different types of machine learning, including supervised 
learning, unsupervised learning, semi-supervised learning, and reinforcement learning. 

We focused on supervised learning where in this type of machine learning, the model is trained 
using labelled data, to predict new, unseen data. The model uses labelled training data to learn the 
relationship between the input and output variables. Under supervised machine learning, there are 
two different types of supervised learning algorithms: 

 
i. Regression algorithms, which predict a continuous value, such as the price of a stock, and 

house value. 
ii. Classification algorithms, which predict a discrete value, such as predicting whether the 

weather is rain or not, and image classification. 
 
In this project, we used classification-supervised machine learning where we used different types 

of algorithms and compared the accuracy of the model. There are several popular classification 
algorithms such as logistic regression, decision tree, random forest, k-nearest neighbour and naïve 
Bayes. In this project, we only experiment with logistic regression, k-nearest neighbour and random 
forest classifier. 

In supervised machine learning, the algorithm is trained with both input features and output 
labels. We used the classification model because the target feature of our dataset, 
‘RockMelonHarvested’ is a discrete variable where it only takes values 0, 1, 2, and 3. Three different 
algorithm models used to compare the accuracy of the prediction which are: 

 
i. Logistic regression: Used for classification problems. It is a type of generalized model that 

uses a logistic function also known as the sigmoid function to model the probability of an 
event occurring [13]. It is a statistical technique for looking at a dataset where one or more 
independent factors affect how things turn out. The output of the logistic regression is a 
probability value between 0 and 1, which can then be used to predict the outcome. In this 
project, multinomial logistic regression is used when there are more than two outcomes 
or classes exist. Zou et al., [14] explained that to identify the actual class label, the logistic 
regression model finds the boundary line of the classification by calculating predicted 
probabilities for a linear combination of independent factors. Refer to Figure 6, the 
pseudocode explains how the logistic regression model works from the first iteration until 
the final prediction. Step 3 which is the most significant step is to calculate the linear 
combination of features and coefficient represented by the symbol ‘z’ in the logistic 
regression model. In the formula, ‘y’ is the target variable, ‘P’ is the predicted 
probabilities, and ‘d’ represents the number of features. Step 4 initializes the weight of 
each instance to indicate the importance of each feature to produce a prediction. Both 
coefficient and weight are finalized for the prediction function. The predicted probabilities 
were obtained from the sigmoid function, and the final class prediction was made by 
comparing these probabilities to a threshold in step 6. 
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Fig. 6. Logistic regression pseudocode 

 
ii. K-nearest neighbours (KNN): This algorithm works by finding the k training examples that 

are physically closest to the input data and predicting the outcome based on their average 
value or majority class is the algorithm's main premise. Every crop data point that is close 
to another in proximity is assumed by KNN to belong to the same category. Since it is non-
parametric, no assumptions are made on the underlying data. It is well known that KNN 
is a straightforward technique to use and is resistant to noisy training data. Referring to 
Figure 7, the algorithm started by setting the value of 'k,' representing the number of 
nearest neighbours used for prediction. Next, it calculated the distance between the test 
sample and each training sample, where 'N' represented the total samples of the dataset. 
The most common distance metric used in KNN was the Euclidean distance. From the 
input data, it found the 'k' closest nearest neighbours based on the calculated distance. 
Finally, it predicted the target value by choosing the majority class among the 'k' nearest 
neighbours. Figure 8 provides the visualization of the pseudocode. 

 

 
Fig. 7. KNN pseudocode 

 
Cunningham and Jane [15] indicated that the utilization of approximate nearest-
neighbour techniques has the potential to significantly enhance retrieval times, often 
without a substantial compromise on accuracy. 
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Fig. 8. Visualization of KNN algorithm 

 
iii. Random forest classifier: Jackins et al., [16] explained that a random forest is a collection 

of tree-based classifiers, effective for datasets with many dimensions and numerous 
irrelevant attributes. The algorithm uses a simple probability approach to select the most 
important attributes for classification. It is an ensemble machine-learning algorithm that 
is composed of multiple decision trees. It is called a random forest because it creates 
random decision trees during the training process. Each tree in the ensemble is built from 
a random sample of the data and a random subset of the features. This process increases 
the diversity of the ensemble and helps reduce the correlation between the trees. During 
the prediction phase, each tree in the forest makes a prediction, and the final prediction 
is made by taking the mode of the predictions. Figure 9 describes the pseudocode of a 
random forest classifier to create multiple decision trees from random features. Symbol 
‘p’ represents the number of input features, ‘F’ represents the total number of features, 
‘n’ represents the number of decision trees, and ‘d’ represents the depth of the tree. Steps 
1 until 4 will loop until it reaches the number of decision trees wanted.  From that multiple 
decision tree, the majority class voted will be the final prediction class for the input. 

 

 
Fig. 9. Random forest classifier pseudocode 

 
Using Google Colab, the dataset will be going through a pre-processing process before it 
can be trained for machine learning. Below is the flowchart on how the process from the 
start till getting the result of the rock melon crop yield prediction. 
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Fig. 10. Machine learning modelling flowchart 

 
5. Implementation 

 
In this section, the code development involved is about the preprocessing of the data, analysis, 

modelling, and evaluating performance for each of the algorithms. 
 

5.1 Machine Learning 
 
Pandas’ libraries are imported to read the dataset. Google Drive is connected to the Google Colab 

making it easier to read the dataset directly from the Google Colab. Before the dataset can be 
modelled and used for machine learning, the dataset needs to be complete without any missing 
values. Figure 11 shows there are 108 rows and 7 columns. There are no missing values, and it also 
describes its datatypes for each feature. 
 

 
Fig. 11. Dataset information 
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Data visualizations are used to display statistics of the dataset in a picture or graph. Libraries such 
as Matplotlib and Seaborn are used for data visualization. In the dataset, there are also object data 
types. Machine learning cannot read this object data type and it needs to be changed into an integer 
data type. 4 features need to be labelled and encoded to numeric values which are ‘Treatment’, 
‘Variety’, ‘BurnLeaf’, and ‘RockMelonHarvested’.   

Feature scaling is a method used to standardize the range of independent variables or features 
of a data set. In machine learning, it is important to scale the features so that they have comparable 
ranges because algorithms often operate under the assumption that the input features have similar 
scales. In this project, MinMaxScaler from the sklearn library was used. Min-Max normalization is a 
method of scaling features in which the minimum value of a feature is transformed to 0 and the 
maximum value is transformed to 1, while all other values are normalized between 0 and 1. This 
method is used to standardize the range of independent variables or features of a data set in machine 
learning to improve the performance of the model.  

The dataset was split into 70% for training and 30% of the dataset for testing purposes. The ratio 
of 70:30 has the best performance for most machine learning models [17]. The algorithm model is 
taken from the scikit-learn libraries. Some enhancements made are by modifying the 
hyperparameter of the algorithms. 

A logistic regression classifier is a simple classification algorithm to predict the outcome occurring, 
based on one or more predictor variables. The classifier works by estimating the coefficients for the 
predictor variables in the logistic function, which is used to model the probability of the outcome 
occurring. 

Next, the KNN algorithm has also been tested to get the accuracy. Okamura et al., [18] data 
scientist who graduated from Flatiron School suggested hyperparameter tuning to increase the 
accuracy of a model. A small k value, such as k=1, can lead to overfitting if the nearest neighbour is 
an outlier or an extreme value. If the k value is set too high, such as k=30 the model may underfit the 
data which means it may not capture the true underlying pattern in the data. We used 
hyperparameter tuning by using GridSearchCV where it will test a range value of k from 1 to 30 and 
find the best fit for the dataset. As shown below, the best k value is 3.  

Next, we model the KNN classifier algorithm with a k-nearest neighbour value is 3 that we get 
from the GridSearchCV result. Fitting the classifier to training data and predicting the training data. 
The process of splitting the dataset, building a model, fitting the model, making predictions, and 
accuracy performance are the same as the logistic regression algorithm. The only difference is some 
of the algorithms have hyperparameter tuning when building the model. The accuracy score will be 
evaluated. 

The Random Forest Classifier is configured to consist of 10 decision trees, determined by setting 
the parameter n_estimators to 10, and the criterion = ‘entropy’ as it is for the classification problem. 
According to [19] Meinert (2019), a data scientist from the United States that random forest is already 
good for classification by using the default value ‘n_estimators’ of 10.  In each of the decision trees, 
a random number of samples will be used to create the decision tree. Based on the result from the 
10 different decision trees, the majority class will be predicted as the output. 

The code for visualizing data and making predictions for rock melons can be obtained from the 
GitHub repository, https://github.com/khairul006/RockMelonCropYieldPredictionML. 

 
5.2 Results and Discussion 

 
There are three models trained and tested with the rock melon yield dataset. The performance 

will be compared through the accuracy of the classification report for each model. For each model, 

https://github.com/khairul006/RockMelonCropYieldPredictionML
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the process of train and testing is done about 10 times as suggested by Aporia [20] and this result is 
among the best performance by each model. 
 

Table 1 
Logistic regression performance 

Model: Logistic Regression 
Accuracy: 0.7272727272727273 
 precision recall f1-score support 
     
0 0.00 0.00 0.00 0 
1 0.78 0.88 0.82 16 
2 0.91 0.59 0.71 17 
3 0.00 0.00 0.00 0 
     
accuracy   0.73 33 
macro avg 0.42 0.37 0.38 33 
weighted avg 0.85 0.73 0.77 33 

 
Table 2 
K-Nearest Neighbour performance 

Model: K-Nearest Neighbour 
Accuracy: 0.79 
 precision recall f1-score support 
     
1 0.75 0.86 0.80 14 
2 0.88 0.74 0.80 19 
3 0.00 0.00 0.00 0 
     
accuracy   0.79 33 
macro avg 0.54 0.53 0.53 33 
weighted avg 0.82 0.79 0.80 33 

 
Table 3 
Random forest performance 

Random Forest Classifier 
Accuracy: 0.9090909090909091 
 precision recall f1-score support 
     
0 1.00 1.00 1.00 1 
1 0.85 1.00 0.92 17 
2 1.00 0.77 0.87 13 
3 1.00 1.00 1.00 2 
     
accuracy   0.91 33 
macro avg 0.96 0.94 0.95 33 
weighted avg 0.92 0.91 0.91 33 

 
These models were assessed on their ability to classify instances within the dataset. The KNN 

model exhibited an accuracy of 0.79, indicating that it correctly predicted nearly 79% of instances in 
the dataset. However, upon closer examination of precision and recall values, a nuanced 
performance emerged. While achieving an admirable precision of 0.82, suggesting a high proportion 
of accurately predicted positive instances, the model's recall values showed variability across classes. 
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Notably, class 3 lacked any true positive predictions, which significantly impacted the overall 
performance of recall and F1-score, highlighting potential limitations in correctly identifying 
instances from this class. 

In contrast, the Logistic Regression model demonstrated a slightly lower accuracy of 0.73. Despite 
achieving relatively high precision for classes 1 and 2 (0.78 and 0.91, respectively), the model 
displayed lower recall values for these classes. Notably, class 0 and class 3 lacked any predicted 
instances, resulting in null precision, recall, and F1-score for these classes. This model's performance 
suggests a certain level of imbalance and difficulty in correctly classifying instances across multiple 
classes. 

Conversely, the Random Forest Classifier model yielded the highest accuracy of 0.91, signifying a 
robust predictive capability in this context. With precision values ranging from 0.85 to 1.00 across 
different classes, the model demonstrated a consistent ability to accurately classify instances, 
particularly in classes 0, 1, and 3. The recall values showed a relatively high sensitivity in identifying 
positive instances across most classes, contributing to a balanced F1-score across all classes. 

Based on the Random Forest Classifier has the best performance with 0.91 accuracy among the 
three models. As a result, a random forest classifier will be used in predicting the crop yield of the 
rock melon. 

For example, in Figure 12, a decision tree was extracted from the model. It randomly chose 49 
samples from the dataset with entropy of 1.6. Entropy is used to measure the impurity of a set of 
data. A set of data is pure if all the data points in the set belong to the same class but considered 
impure if it belongs to multiple classes. The higher value of entropy is considered impure, and the 
lower value of entropy is considered pure. The arrow on the left side means the conditions in the box 
are true, while the arrow on the right considers otherwise. The value = [3, 34, 29, 9] means there are 
4 different classes referred to ‘RockMelonHarvested’ class which are plants with 0, 1, 2, and 3 
numbers of rock melon harvested. In this example, there are 3 samples from class 0, 34 from class 1, 
29 from class 2, and 9 from class 3. Going down to the box, based on the condition it will arrive at its 
predicted output with an entropy is 0.0, meaning the sample tested belongs to its predicted class.  
The same process will happen at the other 9 decision trees and the output of the decision tree will 
be observed. The majority output from the decision tree will be considered as the predicted class for 
the sample. 
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Fig. 12. Random forest classifier 

 
6. Conclusions 

 
Agriculture industries are going toward precision agriculture where the Internet of Things, 

sensors, and technology have been applied to the farm system. Rock melon crop yield prediction 
system is one the systems that can be managed to help farmers determine their crop yield in a 
season. The farmers usually predict their crop yield manually based on their experience, but it is not 
accurate. Problems like mismanagement such as some of the harvested fruit becoming rotten 
because cannot be sold off to the customer or an undersupply of fruit harvested to the clients. 

Rock melon crop yield prediction system offers a logic-based prediction using machine learning. 
This system will get their average height on certain days, leaf conditions, and some other features to 
determine what their average fruit can be harvested by the plant. In this project, we are comparing 
the logistic regression model, k-nearest neighbour, and random forest classifier where the result is 
random forest classifier performs better in predicting the crop yield of the rock melon harvested per 
plant. In contrast to existing machine learning models highlighted in the literature review that 
predominantly centre on image processing, my project relies on numerical data, resulting in lower 
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data processing requirements. These image-focused models often incur higher processing costs and 
longer processing times due to the intricacies of handling visual information. By utilizing numerical 
data for prediction in rock melon crop yield, my project streamlines the processing load, offering a 
more efficient and cost-effective approach compared to the resource-intensive image-based models 
found in the current literature. 

The rock melon crop yield prediction system achieves a 91% accuracy rate through the 
implementation of a random forest classifier. Despite this high accuracy, the dataset used for training 
and testing is limited to 109 plants within a single season. Expanding the dataset to encompass a 
broader range of conditions, including different seasons, would likely enhance accuracy, considering 
variables like dry season planting affecting fruit production. Currently, the system assumes uniform 
fertilization and pesticide schedules across all plants from the same farm. However, future iterations 
should incorporate diverse fertilizers and pesticides, recognizing their varying impacts on plant 
growth and yield. Including this information as features in the predictive model could significantly 
improve accuracy and effectiveness in predicting crop yield. 

With the accurate prediction of crop yield, farmers can have better management of finding 
possible buyers and customers for their rock melon before it becomes rotten and cannot sell 
anymore. In conclusion, rock melon crop yield prediction using a Random Forest Classifier 
successfully predicts the class of rock melon harvested per plant with an accuracy of 91%.  
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