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In this study, we propose a predictive model for automotive consumer loans risk 
assessment, leveraging Generative Adversarial Networks (GANs) and Stacked 
Autoencoder Neural Networks (SAEs). We address issues of high dimensionality and 
sparsity inherent in big data environments and tackle the class imbalance problem using 
GANs. Feature selection is effectively carried out using SAEs. Experimental results prove 
the superiority of our approach over traditional neural networks and our model without 
GANs or SAEs. The proposed model shows significant potential for application in 
personal credit risk assessment within automotive finance and beyond. Future work is 
aimed at extending and improving our model and applying it to other domains. 
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1. Introduction 
1.1 Research Background 
 

As we navigate through the third decade of the 2000s, with accelerated technological 
advancements and the drive toward digital metamorphosis, the role of big data in contemporary 
society has become increasingly crucial. As forecasted by IDC, the worldwide volume of data is 

expected to reach 175 Zettabytes by 2025, which is ten times more than in 2011. In this context, the 

financial industry, particularly the automotive consumer loan market, also faces the challenges posed 
by big data. 

The scale of the automotive consumer loan market is rapidly expanding. According to Fintech, a 
global financial market research firm, the size of the global automotive loan market is estimated to 
grow to 1.8 trillion USD by 2023. As the market size expands, there is higher demand for risk 
assessment methods for automotive loans. Traditional individual credit risk prediction primarily relies 

 
* Corresponding author. 
E-mail address: suzani@meta.upsi.edu.my 
 
https://doi.org/10.37934/araset.51.2.4556 



Journal of Advanced Research in Applied Sciences and Engineering Technology 

Volume 51, Issue 2 (2025) 45-56 

46 
 

on scoring various elements of individual customers to determine their default risk. However, this 
prediction method is no longer sufficient to meet the rapidly evolving needs of individual credit 
assessment in the automotive finance sector. 
 
1.2 Research Purpose and Significance 
 

Big data provides abundant information and mining possibilities. However, at the same time, the 
high dimensionality and sparsity of big data also bring new challenges, making feature selection more 
difficult and traditional credit risk assessment methods less effective in the big data environment. 
Additionally, the issue of imbalanced samples in the big data environment may also affect the 
accuracy of the evaluation results. 

To address these challenges, this study proposes a novel model for assessing automotive 
consumer loan risk using Generative Adversarial Networks (GANs) and Stacked Autoencoder Neural 
Networks. This model not only harnesses the advantages of big data but also effectively tackles the 
problems of high-dimensional sparsity and sample imbalance, significantly improving the accuracy 
and efficiency of risk assessment. 

Moreover, according to data from the Consumer Financial Protection Bureau (CFPB) in the United 
States, the auto loan default rate was 2.36% in 2019, slightly higher than the 2.34% in 2018. By 
effectively enhancing risk assessment accuracy, it is possible to reduce default rates, leading to 
substantial benefits for financial institutions and consumers alike. 

Therefore, this research holds significant practical implications and application value. 
 
2.  Literature Review 
2.1 Current State of Individual Credit Risk Assessment 
 

Credit risk assessment has been widely applied in the financial industry, particularly in the domain 
of personal credit loans, where various methods have been extensively studied and utilized to 
accurately evaluate the credit risk of each customer [1-3]. Early on, the use of statistically based credit 
scoring models gained widespread adoption in the industry [4]. These models utilized past credit data 
to establish a scoring system for predicting potential default behavior of loan applicants. 
 
2.2 Individual Credit Risk Assessment in Automotive Finance 
 

With the development of the automotive consumer loan market, the assessment of individual 
credit risk has become increasingly important [2,5]. In recent years, the automotive finance market 
has become one of the most significant segments of the credit market [6]. Although early credit 
scoring models have been applied in the automotive finance field as well [7], the rapidly changing 
and complex market demands more precise and dynamic models to adapt to risk assessment [8]. 
 
2.3. Individual Credit Risk Assessment in the Big Data Environment 
 

The big data environment brings both new challenges and opportunities for credit risk 
assessment [9,10]. In this context, richer and more diverse information can be accessed, such as 
social network data, transaction records, and even internet behavior data [11], all of which may be 
crucial factors for assessing individual credit risk [12]. However, the high dimensionality, sparsity, and 
noise issues of big data make traditional credit scoring models less effective in handling such data 
[13,14]. 
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2.4 Sample Imbalance Issue and Existing Solutions 
 

Sample imbalance is a common issue in credit risk assessment [15]. As default events are 
relatively rare compared to normal events, during model training, the majority of samples represent 
normal events, leading to a model that excels at recognizing normal events but performs poorly in 
identifying default events [16,17]. To address this problem, researchers have proposed various 
methods, such as oversampling, under sampling, and Generative Adversarial Networks (GANs) 
[18,19]. While these methods partially alleviate the sample imbalance problem, additional studies 
are required for a more effective functioning of such models. 

 
2.5 Limitations of Existing Research 
 

Despite significant progress in credit risk assessment research over the past few decades, current 
methods still have some limitations. On one hand, traditional credit scoring models show suboptimal 
performance when dealing with high dimensionality, sparsity, and noise in big data. On the other 
hand, the sample imbalance problem often hampers the model’s ability to predict minority classes 
(e.g., default events) effectively. In the context of personal credit risk assessment, especially in the 
automotive finance domain, where the market is rapidly changing and complex, a more precise and 
dynamic model is deemed essential. Additionally, the advent of the big data era allows access to 
richer and more diverse information, such as social network data, transaction records, internet 
behavior data, etc. [20], providing new possibilities for credit risk assessment. However, effectively 
leveraging this information, especially addressing the challenges of high dimensionality, sparsity, and 
noise, remains a challenge [21]. Moreover, while many studies have proposed solutions for the 
sample imbalance problem, such as oversampling, under sampling, and GANs, these methods still 
have some limitations, such as potential overfitting or altering the original data distribution [22,23]. 

To address these issues, our research proposes a novel model: using Generative Adversarial 
Networks (GANs) and Stacked Autoencoder Neural Networks for assessing automotive consumer 
loan risk. Our approach effectively handles individual credit risk assessment in the big data 
environment while addressing the sample imbalance problem. Specifically, we utilize GANs to 
generate similar but distinct default samples to tackle the sample imbalance issue, and then employ 
Stacked Autoencoder Neural Networks for deep learning on various data to extract effective features 
for risk assessment [24-26]. We believe our work will address the limitations of existing research and 
provide new perspectives and tools for future studies. 
 
3. Our Approach  
3.1 Big Data Feature Selection 
 

To address the issue of high dimensionality and sparsity, we introduce a method for feature 
selection employing L1-norm regularization. L1-norm regularization has a desirable property of 
inducing sparsity in the parameter vector, which means it can compress some elements of the 
parameter vector to zero. We can leverage this property for feature selection. Specifically, our 
method can be expressed as the subsequent optimization issue 

 

𝑚𝑖𝑛
𝑤

 
1

2
|𝑋𝑤 − 𝑦|2

2 + 𝜆|𝑤|1   (1) 
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In this context, X represents the matrix of data, y signifies the vector for labels, w stands for the 

parameter vector, |·|2   is indicative of the L2-norm, |·|1 corresponds to the L1-norm, and 𝜆 
manages the intricacy of the model.  

Subsequently, we employ the gradient descent technique for resolving the optimization issue. 
Initially, it is necessary to calculate the gradient corresponding to our objective function, which is 
detailed below 

 
𝜕

𝜕𝑤
(
1

2
|𝑋𝑤 − 𝑦|2

2 + 𝜆|𝑤|1) = 𝑋𝑇(𝑋𝑤 − 𝑦) + 𝜆𝑠𝑖𝑔𝑛(𝑤) (2) 

 

where sign(·)  serves as the sign function. For elements in the parameter vector w the sign 
function yields: 1 for positive values, -1 for negative values, and 0 when the value is zero. 

 
Then, we iteratively update the parameter vector w using gradient descent as follows 
 

𝑤 ← 𝑤 − 𝜂(𝑋𝑇(𝑋𝑤 − 𝑦) + 𝜆𝑠𝑖𝑔𝑛(𝑤)) (3) 

 
where 𝜂 is the learning rate controlling the step size of parameter updates. 
 
After multiple iterations, we obtain the solution to the optimization problem, which is the 

parameter vector w. Then, we select the features corresponding to the non-zero elements in 𝑤 as 
the final set of features. This constitutes our feature selection method. 

Feature Selection: The datasets we deal with typically have thousands of features. Such a high-
dimensional feature space incurs substantial computational resources and may lead to the “curse of 
dimensionality.” Therefore, effective feature selection is crucial. We adopt a feature selection 
method based on mutual information. Mutual information measures the interdependence of a pair 
of variables and can be described in the ensuing manner 

 

𝐼(𝑋; 𝑌) = ∑
𝑦∈𝑌

∑
𝑥∈𝑋

𝑝(𝑥, 𝑦) 𝑙𝑜𝑔(
𝑃(𝑥, 𝑦)

𝑃(𝑥)𝑃(𝑦)
)   (4) 

 
Here, X and Y represent stochastic variables, 𝑃(𝑥, 𝑦) stands for the combined probability 

distribution function for X and Y, while 𝑃(𝑦) signify the individual probability distribution functions 
for X and Y, in that order. Utilizing mutual information, we proceed with feature selection according 
to the mutual information relating features to the target variable. 

 In a more detailed manner, we define a feature selection function f that translates the mutual 
information value corresponding to individual features into a numerical score: 

 
𝑓(𝑖) = 𝐼(𝑋𝑖; 𝑌)          (5) 

 
Then, we can select the top k features with the highest scores, where k is the predefined number 

of features. 
 

3.2 Generating Adversarial Networks (GAN) for Learning Imbalanced Data Samples 
 

To tackle the challenge of data imbalance, we employ Generative Adversarial Networks (GANs). 
GAN is composed of two key elements: a generator (G) and a discriminator (D). G strives to create 
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synthetic samples mirroring the real data distribution, while D is designed to accurately differentiate 
between genuine and fabricated samples. The interplay between G and D may be conceptualized as 
a game-theoretic problem, characterized by the subsequent optimization objective 

 
𝑚𝑖𝑛
𝐺
𝑚𝑎𝑥
𝐷

𝑉(𝐷, 𝐺) = 𝐸𝑥 ∼ 𝑝𝑑𝑎𝑡𝑎(𝑥)[𝑙𝑜𝑔𝐷(𝑥)] + 𝐸𝑧 ∼ 𝑝𝑧(𝑧)[𝑙𝑜𝑔(1 − 𝐷(𝐺(𝑧)))] (6) 

 
where x represents real data, z is noise sampled from some prior distribution. We use GAN to 

generate minority class samples to alleviate the data imbalance problem. 
 
Specifically, the procedure for training the generator (G) and discriminator (D) can be broken 

down into these two phases 
 

𝜃𝐷 = 𝑎𝑟𝑔𝑚𝑎𝑥
𝐷

V(𝐷, 𝐺) (7) 

 
𝑎𝑟𝑔𝑚𝑎𝑥

𝐷
V(D, G) = 𝑎𝑟𝑔𝑚𝑎𝑥

𝐷
𝐸𝑥 ∼ 𝑝𝑑𝑎𝑡𝑎(𝑥)[𝑙𝑜𝑔𝐷(𝑥)] + 𝐸𝑧 ∼ 𝑝𝑧(𝑧)[𝑙𝑜𝑔(1 − 𝐷(𝐺(𝑧)))]  (8) 

 
𝜃𝐺 = 𝑎𝑟𝑔𝑚𝑖𝑛

G
V(𝐷, 𝐺) = 𝑎𝑟𝑔𝑚𝑖𝑛

G
𝐸𝑧 ∼ 𝑝𝑧(𝑧)[𝑙𝑜𝑔(1 − 𝐷(𝐺(𝑧)))]                                        (9) 

 
In this context, 𝜃𝐷  and 𝜃𝐺  denote the settings for the discriminator and generator, 

correspondingly. 
 

3.3 Personal Default Risk Assessment with Stacked Autoencoder Neural Network 
 

For individual default risk assessment, we employ a method based on Stacked Autoencoder 
Neural Network. Autoencoder is an unsupervised learning algorithm that can learn hidden 
representations of data and perform reconstruction of input data [27]. In our method, we stack 
multiple autoencoders together to form a deep neural network. This network can be trained to learn 
high-level abstract representations of data, which is beneficial for complex tasks like default risk 
assessment. For a single layer autoencoder, its optimization objective is as follows 

 

𝑚𝑖𝑛
𝑊,𝑏

 
1

2𝑛
∑|

𝑛

𝑖=1

|𝑥𝑖 −𝑊(𝑊𝑥𝑖 + 𝑏) − 𝑏||2  (10) 

 
where W is the weight matrix, b is the bias vector, and n is the number of training samples. By 

stacking multiple such autoencoders and training them, we obtain a Stacked Autoencoder Neural 
Network. 

Furthermore, the training process of the Stacked Autoencoder can be divided into two steps: pre-
raining and fine-tuning. In the pre-training stage, each autoencoder layer is trained independently 
with the objective of minimizing the reconstruction error 

 

𝑚𝑖𝑛
𝑊,𝑏

 
1

2𝑛
∑|

𝑛

𝑖=1

|𝑥𝑖 −𝑊(𝑊𝑥𝑖 + 𝑏) − 𝑏||2 (11) 
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In the fine-tuning stage, we use backpropagation and gradient descent to adjust the parameters 
of all layers to optimize the final classification or regression task. 

 
3.4 Algorithm Pseudocode 
 
Algorithm 1: An individual default risk assessment algorithm based on GAN and stacked 
autoencoders. 

 
Input: training set X train , test set X test , number of features k, generator G, discriminator D, stacked 

autoencoder S, number of iterations n 
Output: Individual default risk assessment model 
feature selection; 
Calculate the mutual information of all features and targets I(X i ; Y ); 
Select the k features with the highest mutual information to form a new training set and test set 

X’train and X’test ; 
Use GAN to learn imbalanced data samples; 
Initialize parameters of generator (G) and discriminator (D); 

for i ← 1 to n do 
Update the parameters of the discriminator D using the formula 𝜃𝐷 = arg maxDV(D, G);  
Update the parameters of the generator G using the formula 𝜃𝐺= arg minGV(D, G);  
If converged, break out of the loop; 

end 
Risk assessment using stacked autoencoders; 
Initialize the parameters of the stacked autoencoder S; 

for i ← 1 to n do 

Using the formula 𝑚𝑖𝑛
𝑊,𝑏

 
1

2𝑛
∑ |𝑛
𝑖=1 |𝑥𝑖 −𝑊(𝑊𝑥𝑖 + 𝑏) − 𝑏||2 

Update Parameters of S; 
If converged, break out of the loop; 

end 
Use S to predict on X’test  and evaluate the result; 
 
In our algorithm, lines 2-3: Input data and model parameters. Lines 5-7: Feature selection step 

based on mutual information. We calculate the mutual information between all features and the 
target, and then select the top k features to form new training and test sets. Lines 9-15: Learning 
imbalanced data samples using Generative Adversarial Networks (GAN). We initialize the parameters 
of the generator and discriminator, and then update these parameters in each iteration until 
convergence is achieved. Lines 17-23: Personal default risk assessment with Stacked Autoencoder. 
We initialize the parameters of the Stacked Autoencoder, and then update these parameters in each 
iteration until convergence is achieved. Line 24: We use the trained Stacked Autoencoder to make 
predictions on the test set and evaluate the results. 
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4. Experimental Results 
4.1 Experimental Environment and Dataset Introduction 
 

For this laboratory work, we employ the Python coding language along with libraries including 
Pandas, NumPy, and Scikit-Learn for our experimental work. The tests were executed using a 
computing system equipped with an Intel Core i7 CPU and 16GB memory. 

Additionally, we used two publicly available datasets for experiments as illustrated in Table 1 and 
Table 2. Table 1 is for L&T Vehicle Loan Default Prediction while Table 2 is for Vehicle Loan Default 
Prediction. 

 
Table 1 
Field of dataset 1: L&T vehicle loan default prediction 

Field Description 

loan_amnt Loan amount 

term Loan term 

int_rate Rate 

installment Monthly payments 

grade Credit rating 

loan_status Loan status (default, fully repaid, etc.) 

 
Dataset source: https://www.kaggle.com/datasets/mamtadhaker/lt-vehicle-loan-default-prediction 

 
Table 2 
Field of dataset 2: vehicle loan default prediction 
Field Description 

Age Customer's age 

Sex Gender 

Job Job type 

Housing Housing conditions 

Saving accounts Savings account balances 

Checking account Checking account balance 

Credit amount Loan amount 

Duration Loan Period 

Purpose Purpose of Loan 

Risk Risk (good, bad) 

 
Dataset source: https://www.kaggle.com/datasets/avikpaul4u/vehicle-loan-default-prediction 

 
4.2 Result Analysis of Feature Selection 

 
In this stacked area plot1, we show the performance of four models including "Our Method", 

"Our Method w/o GAN", "Our Method w/o SAE", and "Traditional NN" on a series of test points as 
depicted in Figure 1. The time series is represented on the x-axis and the score of each model at each 
time point is represented on the y-axis. The size of the colored area represents the score of the model 
at a specific point in time. From Figure 1, we can observe that "Our Method" (blue area) has achieved 
high scores at most of the time points. And "Traditional NN" (red area) has the lowest score among 
all models. In addition, we can also see that the performance of our method without Generative 
Adversarial Network (GAN) and Stacked Autoencoder Neural Network (SAE) (indicated in orange and 
green, respectively) is significantly lower than that of our method with these two techniques. 

https://www.kaggle.com/datasets/avikpaul4u/vehicle-loan-default-prediction
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Fig. 1.  Comparison of the results of feature selection of 
different models, the closer to 0, the better 

 
Overall, this graph shows that our method out-performs other methods at most of the time 

points,proving the effectiveness and superiority of our model in this task. 
 

4.3 Analysis of Generative Adversarial Network Learning Effectiveness 
 

In Figure 2, we can see the learning effectiveness of several methods. From this boxplot, it is 
evident that “Our Method” performs closest to the “Ground Truth,” indicating that it incurs the least 
loss during the learning process. When our method does not employ Generative Adversarial Network 
(GAN) or Stacked Autoencoder (SAE), the learning effectiveness decreases. The performance of the 
traditional neural network method is even worse. This supports our hypothesis that adopting GAN 
and SAE can lead to better risk assessment. 

 

 
Fig. 2. Learning effectiveness analysis of GAN 
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4.4 Analysis of Stacked Autoencoder Neural Network for Risk Assessment 
 

For the assessment of the performance of our suggested approach, we undertook a series of 
model training sessions and gauged the models with multiple pivotal evaluation criteria. These 
criteria encompass 

 
I. Accuracy: Ratio of accurately categorized samples. 

II. Precision: Fraction of accurate positives within positive forecasts. 
III. Recall: Fraction of accurate positives out of the real positives. 

 
We made comparisons between ‘Our Method’ (labelled as ‘Our Method’), ‘Our Method w/o 

GAN,’ ‘Our Method w/o SAE,’ and the conventional neural network technique (labelled as ‘Traditional 
Neural Network’), employing these evaluation criteria for a thorough assessment of the model's 
efficacy as depicted in Figure 3. 

 

 
Fig. 3. Accuracy result analysis using stacked autoencoder neural networks 

 

As shown in Figure 3, it is evident that our method outperforms the other three methods. 
Particularly, our method exhibits significant improvement compared to “Our Method w/o GAN” and 
“Our Method w/o SAE,” indicating the importance of using Generative Adversarial Network and 
Stacked Autoencoder Neural Network in our model. 
 
4.5 Comparison with the Current State of the Art 
 
      In the field of consumer credit risk assessment, various advanced models have been developed 
employing techniques like gradient boosting, deep learning, and ensemble methods. Our proposed 
model's architecture and methodology present a unique approach that leverages Generative 
Adversarial Networks (GANs) and Stacked Autoencoder Neural Networks, providing significant 
improvements over conventional neural networks. 
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      Compared to the current state-of-the-art models, our approach offers enhanced robustness and 
efficiency, particularly in handling high-dimensional sparsity and sample imbalance. These attributes 
make our model a promising solution for real-world scenarios in the consumer credit industry, 
potentially positioning it as a competitive alternative to existing state-of-the-art techniques. 
 
5. Conclusions 
5.1 Summary of Research Results 
 

In this study, we developed a predictive model based on Generative Adversarial Network (GAN) 
and Stacked Autoencoder Neural Network (SAE) that accurately assesses the risk of automobile 
consumer loans. By using GAN, we effectively addressed the issue of imbalanced samples, while SAE 
was employed to extract valuable high-level features for risk assessment. 

Our experimental results demonstrate that our model outperforms traditional neural networks 
and our own model without GAN or SAE in terms of accuracy and loss. This not only validates the 
effectiveness of GAN and SAE in our model but also proves the superiority of our model in personal 
credit risk assessment. 

Overall, our research holds significant practical implications for addressing the issue of personal 
credit risk assessment in the big data environment and provides valuable insights for the automotive 
finance industry. 
 
5.2 Ethical Considerations 
 

In implementing and deploying the proposed model for consumer credit risk assessment, ethical 
considerations must be thoughtfully addressed. The model's reliance on personal and sensitive data 
necessitates rigorous adherence to privacy regulations and standards. Moreover, fairness in lending 
must be ensured, avoiding potential biases that may discriminate against specific groups or 
individuals. Regular audits and transparent reporting mechanisms can be instituted to monitor the 
model's decisions, fostering accountability and ethical integrity in the application of this innovative 
approach to credit risk assessment. 

 
5.3 Future Work Outlook 
 

Although our model has achieved significant results in assessing the risk of automobile consumer 
loans, there are still potential areas for improvement. Firstly, our model could be further validated 
on more datasets. While we have demonstrated the effectiveness of our model on a relatively large 
dataset, testing it on additional datasets would provide a deeper understanding of its generalization 
capabilities. 

Secondly, our model could undergo further enhancements. We could delve into more intricate 
GAN and SAE configurations or experiment for the extraction of enhanced and more complex 
attributes using varieties of neural architectures like CNNs or RNNs. Additionally, trying different loss 
functions or optimization algorithms could enhance our model's performance. 

Lastly, our work could be extended to other types of loan risk assessment, such as real estate 
loans or student loans, or applied to other domains, such as medical or telecom fraud detection. We 
believe that through further research and exploration, our model can play a significant role in these 
domains. 
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