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The relationship between a categorical dependent variable and independent variable(s) 
is usually modelled using the logistic regression method. There are three types of 
logistic regression: binary, multinomial, and ordinal. When there are two categories of 
dependent variable, binary logistic regression is used while when there are more than 
two nominal categories of dependent variable, multinomial logistic regression is 
employed. Ordinal logistic regression is used when the dependent variable contains 
more than two ordinal categories. All regression models should be checked after being 
fitted to the data to see whether it matches the data or not. For multinomial logistic 
regression, there are a number of goodness-of-fit tests proposed that can be used to 
evaluate the fit of the model. One of the proposed tests is based on a clustering 
partitioning strategy. However, the proposed test only considered agglomerative 
nesting (AGNES) hierarchical clustering technique, which is Ward’s to group the data. 
The performance of the test using the divisive analysis (DIANA) hierarchical clustering 
technique remains unknown. Thus, this study attempts to examine the power of the 
test using the divisive analysis clustering technique. A simulation technique was used to 
evaluate the performance of the test. The results showed that the test using DIANA 
clustering technique has controlled type I error and the mean are close to hypothesized 
values. It also has almost equivalent power with the test using Ward’s clustering 
technique in detecting the omission of a quadratic term. However, the test using Ward’s 
clustering technique shows noticeably higher power in detecting omission of an 
interaction term.  
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1. Introduction 
 

Regression models are usually used to describe the relationship between independent and 
dependent variables. When the dependent variable is categorical, the logistic regression method is 
utilized. The logistic regression can be divided into three types, which are binary, multinomial, and 
ordinal. If there are only two categories of dependent variable, the application of binary logistic 
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regression is appropriate. When there are more than two categories of dependent variable, the 
multinomial logistic regression should be applied. However, when there are more than two ordinal 
categories of dependent variable, the ordinal logistic regression is more suitable to be applied [1].  

The logistic regression is applicable in various study areas such as epidemiology [2-5], medical [6-
7], psychology [8-10], finance [11-13], safety science [14], computer security [15-16], social [17-18] 
and hydrology [19-21]. The unneeded assumptions of normality, linearity, or homoscedasticity of 
covariates make this type of regression popular among researchers. Discriminant function analysis is 
an alternative to logistic regression. However, due to the assumptions of multivariate normality, this 
method is not widely employed [22]. 

Once the regression model is obtained, the model fit is normally tested by using a goodness-of-
fit test. There are several tests available to assess the fit of the model for multinomial logistic 
regression. Usually, the deviance and Pearson chi-square test are employed. However, since an 
asymptotic chi-square distribution of the test statistic does not hold when single counts are 
dominating for the contingency table, neither the Pearson chi-square test nor the deviance test are 
relevant if the model contains one or more continuous covariate [22]. Hamid et al., [1] proposed a 
test adapted from Xie et al., [22] which is based on clustering partitioning strategy in the covariate 
space. There are a lot of clustering techniques available. Since non-hierarchical clustering approaches 
are so sensitive to initial partitions [22], Xie and Bian, [23] suggested hierarchical clustering 
techniques to be used for the test. Hamid et al., only considered AGNES (Agglomerative Nesting) 
clustering technique, which is Ward’s hierarchical clustering technique in their study. Agglomerative 
clustering builds a hierarchy by merging small clusters into larger ones, while divisive clustering builds 
a hierarchy by dividing a large cluster into smaller ones. However, the performance of the test using 
divisive clustering is still unknown. Thus, the main objective of this study is to investigate the power 
of the goodness-of-fit test using divisive clustering technique, which is known as Divisive Analysis 
(DIANA). 
 
2. Methodology  
2.1 Multinomial Logistic Regression 

 
One of the logistic regression types is multinomial logistic regression (MLR). In order to develop 

MLR, let Y be an outcome variable with possible value of  and the reference category 
is Y=0. Let the independent variable , the conditional probabilities of each outcome 
category can be defined as [24]: 
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Then, the parameter estimates,  is obtained using the maximum likelihood method. 
 
2.2 Goodness-of-Fit Test 

 
In this study, the power of the test based on the clustering partitioning strategy proposed by Xie 

et al., [22] is investigated using the DIANA hierarchical clustering technique. 
 

             (3) 

 
where g is the number of clusters while j refers to the response categories,  is the number of 

responses with Y=j in the g-th cluster while  is the model expected count for response j in the     g-
th cluster. The degrees of freedom are calculated by (G-2) (J-1) and the number of clusters used in 
this study is G=10. 

 
2.3 Simulation Design 
 

This study applied simulation technique in order to evaluate the power of the test. The simulation 
is carried out using R. The design and steps for simulation study follow the work by Fagerland et al., 
[25]: 

 
(i) The covariate (x) is generated. 
(ii) The multinomial logit equation is fitted to the simulated data. 
(iii) The probability is calculated. 
(iv) The random data, u is generated from a uniform distribution, U(0,1). 
(v) The outcomes for multinomial logistic regression is generated using the rule; (i) y=2 if 

, (ii) y=1 if  and , and (iii) y=0 otherwise. 
(vi) The multinomial logistic regression model is fitted. 
(vii) The test statistic is calculated. 
(viii) The rejection rates for each model is computed. 

 
The factors that are set to vary are the type of model departure from the underlying true model 

(omission of a quadratic term, omission of interaction term), the relative importance of the missing 
term (magnitude of β), the distribution of the omitted predictor, and sample size. In order to 
represent small and large sample sizes, there are two sample sizes used which are 100 and 400. The 
number of replication is 10,000. The distributions for covariate used are N(0,3), N(0,1), U(-6,6), U(-
3,3), U(-1,1) and (4) . 

In the simulation study design for the true model, we examine the test statistics using the 
goodness-of-fit test when the model is true. For this model, we only simulate one continuous 
covariate with a dependent variable with 3 categories. The coefficients for each of the five models 
are provided in Table 1. For each model, six different covariate distributions were used as 
summarized in Table 2. Each model was used to reflect a variety of situations that might arise in 
practice. 
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Table 1 
Coefficients for the five models for simulation study 
Model     
1 -2.10 -0.35 -1.90 -0.21 
2 1.00 0.20 1.80 0.30 
3 0.00 1.00 2.00 0.50 
4 1.40 0.25 0.20 0.30 
5 0.50 -0.20 -0.20 0.10 

 
Table 2 
Covariate distributions 
Setting Covariate distribution 
1 U(-6,6) 
2 U(-3,3) 
3 U(-1,1) 
4 N(0,3) 
5 N(0,1) 
6 (4) 

 
Next is the design for omission of a quadratic term. The coefficient for the model used is as in 

Model 1 in Table 1. There are four different distributions of covariate used as summarized in Table 3. 
In this design, the response variable was generated using the logit function: 

 
               (4) 

 
However, when we fit the model, we only include the first two terms ( ). If the test is able 

to reject the model, it means the test is good at detecting the omission of the quadratic term. The 
coefficient of  were 0.01, 0.05, 0.10, 0.20, 0.30, 0.40 and 0.50. 

The final one is the design for omission of an interaction term. The power of the test is examined 
in detecting the departure of the true model by considering the omission of the interaction term. The 
coefficient used is as in Model 1 shown in Table 1. In this design, the response variable was generated 
using the logit function: 

 
           (5) 

 
However, when the model is fitted, we only include the first three terms  The power of 

the test is evaluated by observing the ability of the test to reject the model. There are three 
combinations of  values (0.2, 0.6, 1.0) and four  values (0.2, 0.4, 0.6, 1.0) were used to 
investigate the effect of increasing levels of interaction of the continuous term. 
 
3. Results 

 
The simulation result for the rejection rates of the true model is summarized in Table 3. The result 

shows that the rejection rates for both clustering techniques are close to the nominal 5 percent. As 
expected, the result is better when the sample size is increased. The results for both tests are better 
for sample size of 400 compared to 100. The rejection rates for both tests are noticeably affected for 
skewed distribution when the sample size is smaller (n=100). 
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Table 3 
Rejection rates at 5 percent nominal level 

 n=100 n=400 
 A B A B 
U(-6,6)     
Model 1 4.91 5.27 4.45 4.97 
Model 2 4.87 4.93 5.07 4.76 
Model 3 6.87 6.91 7.67 7.08 
Model 4 4.33 4.93 4.84 5.06 
Model 5 4.45 4.55 4.64 4.95 
U(-3,3)     
Model 1 4.34 4.62 4.11 4.44 
Model 2 4.60 5.06 4.92 4.74 
Model 3 4.73 5.00 5.16 5.11 
Model 4 4.40 4.63 4.94 5.13 
Model 5 4.54 4.69 4.62 4.67 
U(-1,1)     
Model 1 4.51 4.69 4.34 4.51 
Model 2 4.68 4.90 5.05 4.69 
Model 3 4.64 4.90 5.29 4.85 
Model 4 4.38 4.88 4.82 5.01 
Model 5 4.55 4.54 5.07 5.07 
N(0,3)     
Model 1 5.56 6.35 6.03 6.67 
Model 2 5.16 5.98 5.84 6.56 
Model 3 5.57 5.43 6.61 6.61 
Model 4 5.82 6.52 5.52 6.61 
Model 5 5.86 6.43 5.66 6.65 
N(0,1)     
Model 1 5.28 6.07 4.91 6.07 
Model 2 5.32 5.87 5.17 5.76 
Model 3 5.72 6.71 5.94 7.10 
Model 4 5.22 5.61 5.00 5.51 
Model 5 5.15 5.13 5.25 4.81 

(4)     
Model 1 1.50 1.66 4.32 4.61 
Model 2 2.89 3.18 4.79 5.01 
Model 3 1.12 1.37 3.56 3.43 
Model 4 3.15 3.38 4.75 5.08 
Model 5 5.26 5.96 5.68 6.52 

                                                                          Note: A = Test using Ward’s Clustering Technique 
                                                                                              B = Test using Diana Clustering Technique 

 
The adherence of sampling distribution to the hypothesized null distribution is studied by 

examining the sample moments. The mean values of the test statistic using different clustering 
techniques are summarized in Table 4. Based on the results, the mean values are close to the 
hypothesized value, (G-2)*(J-1), which is 16, for both clustering techniques. However, the values for 
the test using DIANA clustering technique are more affected for the models with skewed covariate. 
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Table 4 
Mean values for true models 

 n=100 n=400 
 A 

(16) 
B 
(16) 

A 
(16) 

B 
(16) 

U(-6,6)     
Model 1 15.888 16.008 15.930 15.995 
Model 2 16.161 16.212 16.139 16.090 
Model 3 14.763 14.841 15.913 15.784 
Model 4 16.246 16.321 16.097 16.121 
Model 5 16.295 16.353 16.022 16.014 
U(-3,3)     
Model 1 16.211 16.243 15.907 16.001 
Model 2 16.311 16.385 16.140 16.087 
Model 3 15.894 15.933 16.144 16.078 
Model 4 16.312 16.374 16.123 16.133 
Model 5 16.325 16.385 16.074 16.059 
U(-1,1)     
Model 1 16.325 16.374 15.94 16.045 
Model 2 16.399 16.481 16.203 16.057 
Model 3 16.278 16.300 16.234 16.130 
Model 4 16.352 16.398 16.085 16.086 
Model 5 16.315 16.368 16.102 16.091 
N(0,3)     
Model 1 15.525 15.436 16.003 15.820 
Model 2 16.040 15.965 16.097 16.087 
Model 3 15.168 14.982 15.365 15.288 
Model 4 16.136 16.103 16.085 16.026 
Model 5 16.330 16.324 16.012 15.929 
N(0,1)     
Model 1 15.965 15.794 16.012 15.968 
Model 2 16.212 16.265 16.058 16.059 
Model 3 15.894 15.803 16.025 16.042 
Model 4 16.269 16.292 16.123 16.079 
Model 5 16.472 16.510 16.152 16.103 

(4)     

Model 1 11.383 10.332 13.230 11.898 
Model 2 13.488 12.856 14.455 13.809 
Model 3 10.588 9.828 11.643 10.472 
Model 4 14.542 14.072 15.212 15.062 
Model 5 15.921 15.884 15.901 15.740 

                                                                                  Note: A = Test using Ward’s Clustering Technique 
                                                                                             B = Test using Diana Clustering Technique 

 
The results for the power of the test in detecting the omission of quadratic terms using different 

clustering techniques are shown in Table 5. Only two distributions of covariate were considered in 
this simulation study to represent normal (N(0,1)) and non-normal ( (4)) distribution of the 
covariate. Based on the result, the power is almost the same for both clustering techniques. However, 
the test using DIANA clustering technique is slightly better for the model with normal distribution 
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covariate, while the test using Ward’s clustering technique has slightly higher power for the model 
with non-normal distribution of covariate. 

 
Table 5 
Rejection rates at 5 percent nominal level 

 Omission of a quadratic term 
 n=100 n=400 

 A B A B 
N(0,3)     

0.01 8.73 10.01 11.97 13.68 
0.05 40.26 43.70 87.82 90.81 
0.10 80.47 82.14 100 100 
0.20 98.10 98.08 100 100 
0.30 99.64 99.57 100 100 
0.40 99.82 99.77 100 100 
0.50 99.88 99.82 100 100 

(4)     

0.01 3.46 3.54 11.21 13.55 
0.05 9.99 9.86 37.09 33.50 
0.10 8.45 7.52 31.82 24.29 
0.20 4.96 3.77 16.44 11.18 
0.30 3.34 2.46 8.67 5.36 
0.40 2.48 1.80 4.81 3.21 
0.50 1.60 1.30 3.11 2.26 

                                                                     Note: A = Test using Ward’s Clustering Technique 
                                                                                         B = Test using Diana Clustering Technique 

 
Table 6 summarizes the simulation results of the rejection rate for omission of a continuous 

interaction term. There are also only two distributions of covariate are considered in this simulation 
study to represent normal (N(0,1)) and non-normal ( (4)) distribution of the covariate.  The test 
using Ward’s clustering technique has noticeably higher power in detecting omission of interaction 
term compared to the test using the DIANA clustering technique. 
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Table 6 
Rejection rates at 5 percent nominal level 

  Omission of a continuous 
interaction term 

  n=100 n=400 
  A B A B 

N(0,3)      
0.2 0.2 9.48 9.31 23.19 12.79 
 0.4 24.38 13.27 76.13 23.68 
 0.6 42.74 16.22 95.71 31.17 
 1.0 68.30 17.57 99.77 38.64 
0.6 0.2 8.16 8.55 21.15 13.35 
 0.4 22.56 12.31 74.44 21.4 
 0.6 40.82 14.67 95.42 27.3 
 1.0 66.99 16.62 99.72 33.92 
1.0 0.2 6.76 7.39 15.96 11.74 
 0.4 19.18 11.16 66.91 18.34 
 0.6 37.50 13.37 93.14 23.46 
 1.0 65.01 15.00 99.52 30.25 

(4) 

     

0.2 0.2 3.17 2.40 6.75 5.79 
 0.4 6.36 1.70 15.42 2.15 
 0.6 8.29 0.96 22.43 1.15 
 1.0 9.49 0.63 26.49 0.64 
0.6 0.2 3.51 2.12 5.25 3.89 
 0.4 5.79 1.06 11.02 1.79 
 0.6 6.90 0.26 15.57 0.99 
 1.0 8.08 0.69 19.15 0.76 
1.0 0.2 3.97 1.42 4.58 2.58 
 0.4 5.24 0.98 8.38 1.50 
 0.6 6.38 0.81 11.62 1.05 
 1.0 7.53 0.62 14.15 0.71 

                                                                     Note: A = Test using Ward’s Clustering Technique 
                                                                                B = Test using Diana Clustering Technique 

 
4. Conclusion 
 

The power of the goodness-of-fit test based on clustering partitioning strategy using Ward’s and 
DIANA clustering techniques was compared using simulation design as in Fagerland et al.,  [25]. The 
results show that the test using both clustering techniques has almost equivalent power for the true 
model and in detecting the omission of a quadratic term. The mean values also are close to the 
hypothesized values for both clustering techniques. However, the test using Ward’s clustering 
technique shows noticeably higher power in detecting omission of an interaction term compared to 
the DIANA clustering technique. Thus, it can be concluded that the DIANA clustering technique is 
unable to improve the power of the goodness-of-fit test based on the clustering partitioning strategy 
proposed by Xie et al., [22]. Future studies can address the effect of distance measures on the test. 
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