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 ABSTRACT 

 
This study highlights the application of intermediate level data fusion to improve the 
classification of diabetic retinopathy stages among type 2 diabetes mellitus patients. 
Intermediate level data fusion was applied to analyse the demographic factors, clinical 
predictors, and risk factors for diabetic retinopathy and diabetic nephropathy, 
independently. The investigation focuses on the two diseases due to their inter-relation 
implication towards diabetes patients after certain period. Two models namely 
baseline model and mean model for the clinical predictors were applied in modelling 
the classification rules using ordinal logistic regression. The aim of the study is to 
evaluate the performance of the selected classification rule based on different sets of 
significant predictors from diabetic retinopathy, diabetic nephropathy, and the fusion 
of both predictors. The developed classification models with different combinations of 
predictors were tested to confirm the best model to classify diabetic retinopathy stages 
among type 2 diabetic patients who are at risk of retinopathy. In conclusion, 
intermediate level data fusion based on the baseline model shows better classification 
performance in classifying the stages of diabetic retinopathy.  
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1. Introduction 
 

One of the earliest and mostly applied data fusion frameworks was the JDL process model, 
developed in the mid-1980s by the U.S. Joint Directors of Laboratory (JDL) Data Fusion Working 
Group (DFS). Later, the JDL-DFS group was established in 1986 to unify the terminology and 
procedure in data fusion where eventually the JDL process model was developed and has gained 
attention from multidisciplinary researchers [1]. The JDL process model is a conceptual model which 
identifies the process, functions, categories of techniques, and specific techniques applicable to data 
fusion through different function levels. To implement the data fusion system, one of the key issues 
is to decide where in the data flow does the fusion takes place. Usually, fusion could occur either at 
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the raw data level (prior to feature extraction), at the feature vector level (prior to identity 
declaration), or [2] at the decision level (after each input has made an independent declaration of 
identity) [1]. Simply, these fusion processes can be mapped to low level data fusion or data level 
fusion, followed by intermediate level data fusion or feature level fusion, and the final is high level 
data fusion or decision level fusion. Recently, data fusion framework has become an important 
mechanism to boost robustness and improved classification performance. One of the areas that gain 
interest is in medical health management such as data fusion techniques and technologies for 
wearable health monitoring [3] clinical data fusion for smart healthcare [4] review in human activity 
detection and health monitoring [5] and managing clinical data using data fusion approach [6].  

Recent decades have witnessed the rise in the prevalence of type 2 diabetes mellitus globally. 
More than 463 million people worldwide have been diagnosed with diabetes, and the number is 
predicted to escalate to 700 million by 2045 [7]. Unfortunately, Malaysia is one of the countries facing 
this threat and has recorded the highest prevalence of diabetes among Western Pacific regions [8]. 
Diabetes mellitus among adults may lead to disabilities and reduce quality of life and may prolong 
microvascular and macrovascular complications if it is not treated well. Microvascular complications 
include diabetic retinopathy, diabetic nephropathy, and diabetic neuropathy, whereas 
macrovascular diseases include coronary heart disease, cardiomyopathy, arrhythmias-sudden death, 
cerebrovascular disease, and peripheral arterial disease [9]. Diabetic retinopathy refers to the 
vascular changes in the retina occurring as a complication from poorly controlled diabetes [10]. On 
the other hand, diabetic nephropathy is characterized by albuminuria, hypertension and progressive 
renal failure [11].  

For these reasons, the risk of vision loss for diabetes patients with diabetic retinopathy and 
nephropathy increases with the progression of these diseases. Kim et al., [12] revealed that diabetic 
retinopathy had a 4.37-times greater chance of having diabetic nephropathy than people without 
diabetic retinopathy. Previous studies have suggested a hypothetical relationship between diabetic 
retinopathy and nephropathy [13,14]. They share similar predictors, such as duration of diabetes, 
age of onset of diabetes, gender and HbA1c readings [15-17]. Patients with diabetic retinopathy are 
more likely to acquire diabetic nephropathy than those with diabetic nephropathy, and vice versa 
[11]. Even though many studies have begun to relate predictors and risk factors of diabetic 
retinopathy and nephropathy among diabetes patients, less research discusses these issues in the 
direction of the linkage between the two diseases of diabetic retinopathy and nephropathy 
simultaneously [11,17-19]. Interactions among diabetes complications should be identified and early 
diagnosis. 

Since diabetes patients may suffer from diabetic complications such as diabetic retinopathy and 
nephropathy, diagnosis using factors or predictors is one of the classification problems [20]. The 
development of classification models for diabetes complications were recently investigated [20-23]. 
Many researchers have developed various classification models for diabetes complications using 
different techniques such as the Naives’ Bayes Algorithm, Decision Tree, K-Nearest Neighbor, neural 
network, logistic regression [23-26]. Among those techniques, logistic regression model consistently 
gives higher accuracy than the other classifier in diabetes complications diagnosis [26].  

Even though classification modelling for diabetes complications has recently recognizable, very 
rare research that relates data fusion specifically intermediate level data fusion with the classification 
of diabetic retinopathy’s stages. Since diabetic retinopathy and diabetic nephropathy are linked to 
each other, this study adapted intermediate level data fusion to capture significant demographic 
factors, clinical predictors and risk factors of diabetic retinopathy and nephropathy to improve the 
classification performance of diabetic retinopathy’s stages using Ordinal Logistic Regression. 
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2. Methodology  
2.1 Data Collection 

 
This study involved type 2 diabetes mellitus (T2DM) patients who have developed either diabetic 

retinopathy or nephropathy, or those who have already developed diabetic retinopathy and 
nephropathy, regardless of which one occurred first. A total sample of 377 T2DM patients were 
selected. Data were collected from outpatient medical records beginning from 1st January 2019 until 
31st December 2020 from two hospitals in the northern region of Malaysia. The variables included in 
the data collection were partly accustomed according to the hospital format in the data recording 
which can be divided into three categories namely demographic factors, clinical predictors, and risk 
factors.  

This study focuses on two types of clinical predictors data which are the Baseline data and Mean 
data. Baseline data refers to the medical result of each clinical predictor diagnosed during patients’ 
first visit at the respective health clinic or outpatient department. At baseline, medical history in 
detailed were taken including the previous treatment of diabetes, hypertension and smoking habit 
[12]. A comprehensive medical examination will be taken during the first visit for Baseline data.  The 
Baseline data is considered important to this study because at the first visit, a medical examination 
will be taken comprehensively before diagnosing the stages either diabetic retinopathy or 
nephropathy to the patients. While Mean data refers to the clinical data that is based on the average 
value calculated from the clinical data records from patients’ overall visits at the respective health 
clinic.  

 
2.2 Classification Modelling 

 
The aim of this study is to develop a classification model using Ordinal Logistic Regression to 

classify stages of diabetic retinopathy using fused subset predictors from diabetic retinopathy and 
nephropathy. Due to limited previous studies on data fusion related to diabetes complication, this 
study begins by implementing independent predictor selection for each disease just to make sure the 
process of finding the best subset of predictors from a large pool of predictors is achieved. Let 

 1 2, ,...,DR PX x x x=  be the pool of all predictors from diabetic retinopathy denoted and

1 2, ,...,DN QX x x x=    be the pool of predictors for diabetic nephropathy. Let the dependent variable is 

the stages of diabetic retinopathy, ( )DRY that are no diabetic retinopathy (stage 0), mild NPDR (stage 

1), moderate NPDR (stage 2), severe NPDR (stage 3), PDR (stage 4) and ADED (stage 5), 

 0,1,2,3,4,5DRY = . The process of selecting and evaluating the pool of predictors from both diseases 

was performed independently,  1 2, ,...,DR PX x x x=  and 1 2, ,...,DN QX x x x=    , as well as using the 

intermediate level data fusion method, 1 2 1 2[ , ,..., ] [ , ,..., ]DR DN p qX x x x x x x+ = + . 

Three different sets of predictors involved in this study are; distinct predictors for diabetic 
retinopathy, set B, denotes as 1 2[ , ,..., ]DR pX x x x= , distinct predictors for diabetic nephropathy, Set C, 

denotes as 1 2[ , ,..., ]DN qX x x x= ; and the shared predictors of diabetic retinopathy and nephropathy,  

Set A, represents as [ ]DR DN iX x+ =  where 1,2,...,i r= , with the condition that  and r p r q  . Thus, 

the development of classification model is based on the ILDF with different feeder combination such 
as [A + B], [A + C] and [A + B + C]. The case of combination [A + B] is the fused subset predictors for 
shared predictors from both diseases with subset predictors of diabetic retinopathy.  While the 
combination of [A + C] reflects the fused subset predictors for shared predictors from both diseases 
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with the subset predictors of diabetic nephropathy. Finally, for the combination of [A + B + C], it 
represents the fused subset predictors for shared predictors from both diseases and the subset 
predictors of diabetic retinopathy and nephropathy. The details of set predictors are illustrated in 
Figure 1. 
 

 
Fig. 1. Sets of predictors for ILDF 

 
2.2.1 Intermediate level data fusion (ILDF) 

 
ILDF is one of the methods from data fusion. Data fusion can be classified into three levels which 

are the low-level data fusion (LLDF), intermediate level data fusion (ILDF) and high-level data fusion 
(HLDF). However, for the purpose of this research, the ILDF method was considered suitable due to 
its ability to let each disease recommend the subset of useful predictors independently. This study 
implemented the ILDF to fuse the significant predictors from diabetic retinopathy and nephropathy. 
Bear in mind that for our data collection from the two different hospitals, the same demographic 
factors, clinical predictors, and risk factors were recorded as variables for each disease. Thus, the 
implementation of ILDF would clarify which of these predictors are associated to diabetic retinopathy 
and nephropathy, similarly and differently. There are possibilities that these diseases share similar 
predictors, and this leads to a certain explanation. There are also high chance that each disease may 
lead to dissimilar subset of predictors which explained the disease further detail. But what most 
important for this study is the contribution of significant subset of predictors identified from diabetic 
nephropathy that may increase the accuracy. Ordinal logistic regression is extended from binary 
logistic regression which dependent variable is in ordered variable. In this study, the    ordinal logistic 
regression classifies the stages of diabetic retinopathy. Stages are denoted as stage 0, stage 1, stage 
2, stage 3, stage 4 and stage 5. The linear relationship of the dependent variable to the fused 
predictors from diabetic retinopathy and nephropathy is formulated as follows  

DR DR DN DR DNY Z X X+= = + , where only the evaluated subset predictors 1 2, ,...,DR pX x x x =    and  

1 2, ,...,DN qX x x x =    were included in the final classification model. The search and evaluation 

methods will be further discussed in the next section. The ILDF methodology can be illustrated using 
Figure 2.  
 

•shared predictors for diabetic retinopathy and 
nephropathyA

•significant predictors for diabetic retinopathyB

•significant predictors for diabetic nephropathyC

•fused predictors for diabetic retinopathy and 
nephropathyA+B+C
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Fig. 2. The ILDF methodology for classification of stages of diabetic retinopathy 

 
2.2.2 Criterion in choosing the classification model 

 
This study used several criteria in choosing the best classification model. The criteria are the 

classification rate (accuracy), Akaike’s Information Criteria (AIC) and Nagelkerke’s R-Square. 
Particularly, classification rate, also known as classification accuracy, is a metric used to measure the 
performance of a classification model. It represents the percentage of correctly classified instances 
out of the total instances in the dataset. The classification rate formula as follows: 

 
Corrected Classification Values

Classification Rate  100%
Total 

x=                (1) 

 
AIC is one of the tools in comparing the model. Model with AIC minimum value indicates that the 

best model [27]. Furthermore, AIC does not provide information about the model's absolute quality; 
rather, it merely provides information about a model's quality in relation to other models.  
 

( )2ˆlog 2AIC n K= +                     (2) 

 
Nagelkerke R-squared or pseudo-R squared is a measure of the proportion of variance explained 

by a logistic regression model. While Nagelkerke R-squared ranges from 0 to 1, with higher values 
indicating a better fit of the logistic regression model.  
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3. Results and Discussion 

 
This study involved two types of clinical data which are the baseline and mean data. The 

classification model for both baseline and mean clinical data was performed separately. Common 
significant factors and predictors for both diseases were fused using five different data fusion 
strategies (A, B, A+B, A+C, A+B+C) before it was fed to ordinal logistic regression to form the 
classification models. Detail of set of predictors A, B and C can refer previously in Figure 1.  

Subset of predictors A is referring to shared significant predictors for diabetic retinopathy and 
nephropathy. It was found that the stages at diagnosed diabetic nephropathy the only predictors 
that significant to both model; baseline and mean clinical data. While for subset of predictors B, there 
were five factors and predictors that found significant to baseline clinical model and only three 
factors and predictors found significant to mean clinical model.  Subset C which represented the 
factors and predictors that significant to diabetic nephropathy only, found that different factors and 
predictors for both baseline and mean model.  Fused predictors (A+B+C) resulted most significant 
predictors among the other subset of predictors. These common significant factors and predictors 
for baseline and mean model were shown in Table 1. 

 
 Table 1  
 Common significant predictors for diabetic retinopathy and nephropathy for baseline and mean model 
Subset of Predictors Common factors and Predictors for Diabetic Retinopathy and Nephropathy 

Baseline Model Mean Model 

A Stages at Diagnosed Diabetic Nephropathy Stages at Diagnosed Diabetic Nephropathy 

B Duration of Diabetic Retinopathy 
Stages at Diagnosed Diabetic Retinopathy 
Risk of Right Eye Diabetic Retinopathy 
Dyslipidaemia 
Baseline Readings of Cholesterol 

Stages at Diagnosed Diabetic Retinopathy 
Risk of Right Eye Diabetic Retinopathy 
Dyslipidaemia 

C Age 
Race 
Baseline Readings of Urea 
Baseline Readings of Creatinine 
Baseline Readings of LDL 

Mean Readings of eGFR 
Mean Readings of Creatinine 

A+B Stages at Diagnosed Diabetic Nephropathy 
Duration of Diabetic Retinopathy 
Stages at Diagnosed Diabetic Retinopathy 
Risk of Right Eye Diabetic Retinopathy 
Dyslipidaemia 
Baseline Readings of Cholesterol 

Stages at Diagnosed Diabetic Nephropathy 
Stages at Diagnosed Diabetic Retinopathy 
Risk of Right Eye Diabetic Retinopathy 
Dyslipidaemia 

A+C Stages at Diagnosed Diabetic Nephropathy 
Age 
Race 
Baseline Readings of Urea 
Baseline Readings of Creatinine 
Baseline Readings of LDL 

Stages at Diagnosed Diabetic Nephropathy 
Mean Readings of eGFR 
Mean Readings of Creatinine 
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A+B+C Stages at Diagnosed Diabetic Nephropathy 
Stages at Diagnosed Diabetic Retinopathy 
Duration of Diabetic Retinopathy 
Risk of Right Eye Diabetic Retinopathy 
Dyslipidaemia 
Baseline Readings of Cholesterol 
Age 
Race 
Baseline Readings of Urea 
Baseline Readings of Creatinine 
Baseline Readings of LDL 

Stages at Diagnosed Diabetic Nephropathy 
Stages at Diagnosed Diabetic Retinopathy 
Risk of Right Eye Diabetic Retinopathy 
Dyslipidaemia 
Mean Readings of eGFR 
Mean Readings of Creatinine 

 
Table 2 provides the results from classification model developed using ILDF using ordinal logistic 

regression. The classification rate (accuracy), AIC and Nagelkerke R-squared were used to indicate 
the best model.  Each of the criterion were implemented for each subset predictors; A, B, A+B, A+C 
and A+B+C. Highest value for classification rate indicates the best accuracy through the group of 
subset predictors. As in Table 2, the highest value of classification rate for baseline and mean model 
is obtained in fused predictors (A+B+C). In the case of AIC, smallest value indicates the better fit 
model through the three link functions. However, the smallest AIC can be found in subset predictors 
A for both baseline and mean model. Another criterion that had to consider is Nagelkerke R-squared. 
For Nagelkerke R-squared, the highest value is in fused predictors for both baseline and mean model. 
Thus, these results indicated that the fused predictors; A+B+C for both baseline and mean model was 
the best subset predictors in conjunctions to predict the stages of diabetic retinopathy. The details 
of the result were represented in Table 2. 

 
   Table 2 
   The results of classification rate, AIC and Nagelkerke R-squared for baseline and mean model 

Common, Shared 
and Fused 
Predictors 

Baseline Model Mean Model 

Classification 
Rate 

AIC Nagelkerke 
R-squared 

Classification 
Rate 

AIC Nagelkerke 
R-squared 

A 52.21 77.31 0.316 67.76 77.13 0.316 
B 72.56 197.69 0.788 70.79 192.36 0.811 
A+B 70.79 202.09 0.811 69.02 192.35 0.811 
A+C 54.86 321.75 0.42 71.68 316.16 0.321 
A+B+C 76.99 197.33 0.868 71.68 201.62 0.817 

 
In comparing the best model between baseline model and mean model, it was easier to compare 

using Figure 3. Figure 3 shown the comparison between accuracy, AIC and Nagelkerke R-squared for 
baseline and mean model. Figure 3(a) shown that baseline model had higher classification rate for all 
subset predictors compare to mean model. But not for results in AIC and Nagelkerke R-squared, 
(Figure 3(b) and 3(c)) as some of the set predictors, mean model recorded higher and same value 
with the baseline model. Thus, based on the results shown in Table 2 and Figure 3, the fused 
predictors; A+B+C is the best model compared to the other of subset predictors or single predictors. 
This result shown that with the fused predictors help to increase the accuracy of the classification 
model. Thus, the fused predictors give the important role in classification model. 

In comparison between the baseline and mean model, baseline model found to be the best 
model. The baseline model genuinely provides the full picture for a patient in clinical readings and 
accurately depicts their health when they were first diagnosed. Furthermore, this study also included 
the factors that have timely period characteristics such as duration of diabetes, duration of diabetic 
retinopathy and duration of diabetic nephropathy which is better in baseline model rather than mean 
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model. In addition, in mean model, its only depend on one value which represented for the whole 
clinical readings where the readings might be fluctuation readings and subjective. Thus, this data for 
this study, it was suitable to use baseline model. 
 

 
a) Classification rate (Accuracy) 

 

 
b) AIC 

 

 
c) Nagelkerke R-squared 

Fig. 3. Comparison of Accuracy, AIC and Nagelkerke R-squared 
between Baseline and Mean Model 
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4. Conclusion 
 
This study emphasizes the formulation of a model with various combinations of risk factors and 

predictors selected using the ILDF to classify the stages of diabetic retinopathy. Based on the results 
of the analyses, the best model for this investigation was determined to be the fused predictors of 
[A+B+C] which consists of age, race, stages at diagnosed diabetic nephropathy, stages at diagnosed 
diabetic retinopathy, duration of diabetic retinopathy, risk of right eye diabetic retinopathy, 
dyslipidaemia, baseline readings of cholesterol, baseline readings of urea, baseline readings of 
creatinine, baseline readings of LDL. The fused predictors can improve the accuracy of both the Mean 
and Baseline models. While for this study the Baseline model is superior to the Mean model. ILDF as 
the basis for the formulation of classification model using the Ordinal Logistic Regression is 
appropriate to help classifies the stages of diabetic retinopathy using predictors and risk factors from 
both diabetic retinopathy and nephropathy. Identifying the best classification model to classify the 
stages of diabetic retinopathy could give some clinical decision’s information that could assist 
medical officer in diabetes management. 
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