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The cloud computing transforms information technology by offering end users 
simulated, flexible resources on demand that require fewer resources and facilities 
giving them greater flexibility. These materials are delivered over the Internet using 
predefined networking protocols, regulations, and styles, and they are overseen by 
various management groups. There are flaws and vulnerabilities in the underlying 
technology and legacy protocols that could allow an attacker to get access. A recent 
assessment of the literature led to the conclusion that most intelligence algorithms 
have a number of complex issues, including a high false prediction rate, difficulty 
classifying threats, high processing costs, and system load. Hence, the proposed work 
aims to develop an innovative and lightweight Augmented Stacking Polynomial 
Optimized Tool (ASPOT) for strengthening the cloud-IoT system security against 
modern cyberattacks with a accuracy of 99%. The current study uses the lightweight 
Deep Augmented Preprocessing Model (DAPM) to clean and normalize the input cyber-
attack dataset by executing transformation and normalization operations on it. 
Furthermore, the Binary Sand Cat Swarm Optimization (BSCSO) technique is utilized to 
identify the most significant and relevant features of the normalized dataset in an 
optimal manner. Moreover, the class of assaults is promptly and precisely identified 
from the given data by applying the Deep Stacking Polynomial Learning Network 
(DSPLN) technology. The effectiveness and results of the proposed ASPOT method are 
analysed with the use of current cyber-attack statistics and a variety of assessment 
metrics. 
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1. Introduction 
 

A particular kind of internet-based computing known as "cloud computing" offers a centralized 
repository of resources, including memory, internet bandwidth, computing power, and applications 
created by users [1,2]. With reduced maintenance and building costs, these materials can be easily 
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and immediately delivered to final users over the Internet. Over time, cloud computing has grown 
significantly. Virtual machines are more affordable and offer greater versatility and upon request, 
ubiquitous computing capabilities than authentic machines [3-5]. Users utilize cloud-based virtual 
computers that they acquire to do tasks. Certain tasks are difficult to complete on personal devices 
due to their high computational complexity. In an effort to reduce power consumption and 
computation time, portable devices like notebooks and smart phones also store their intensive 
computing tasks in the cloud. A cloud infrastructure based on the Internet of Things (IoT) [6] is a vast 
network that has multiple IoT-enabled devices and services. Servers, also known storage spaces, 
underpinning facilities instantaneous processing, and operations are all included in the framework 
[7,8]. In addition, standards and services required for interacting, managing, and protecting various 
IoT devices as well as applications constitute a component of an IoT-based cloud system. For many 
industrial applications, cloud computing offers regular hardware as well as software updates 
together with adaptability. Furthermore, the cloud offers a variety of security solutions and lets the 
user utilize network resources efficiently. Despite these benefits, it is clear that cloud computing has 
a lot of potential [9,10]. Future developments in cloud computing and its supporting technologies 
could lead to a plethora of new applications, strategies, products and services, systems, and other 
potential for enterprises. 

Machines are becoming increasingly necessary to evaluate the massive amounts of data people 
produce and constitute more precise conclusions as the amount of data we produce rises 
exponentially [11,12]. In light of this, increasing the capacity of devices to deal with, assess, and 
derive information from huge volumes of data also needs more attention. It is necessary for methods 
of decision-making to change as data volumes increase. Ensuring the optimal experience for cloud 
supervisors, software developers, and end users is of the utmost importance for the triumph of any 
internet-based system [34]. Adoption of clouds is hampered by a number of unique issues, including 
complexity, control, security, confidentiality, reliability, and costs [13,14]. Depending on the cloud 
service model selected, data and applications may reside at several tiers, making security in cloud-
IoT an essential barrier. Because of this ambiguity, scholars believe that security is the main issue 
with IoT-cloud computing [35]. The development of the internet and the usage of computers has led 
to a massive electronic transformation of data, which has raised a number of issues with privacy, 
confidentiality, and security of information. Some of the cloud threats are Information breach, 
Information loss, denial of service, Malicious injection, Man in the Middle attack, Phishing, Shared 
Technology, Account hijacking [31]. The security of computing devices has improved significantly in 
recent years [15]. On the other hand, potential serious issues with computing devices include safety, 
confidentiality, and secrecy regarding computer systems. In actuality, there isn't an architecture in 
existence today that is completely secure. A group of computing devices linked together with the 
intention of sharing resources is referred to as a network of computers [32,33].  

Based on a recent literature review [16-18], it can be deduced that most intelligence algorithms 
face various complexities and challenges associated with high false prediction rate, low recognition 
while classifying the attacks, high computation cost, and system burden. Therefore, the goal of the 
proposed research project is to put into practice a cutting-edge security algorithm to improve cloud-
IoT system security. The following lists the main research goals that motivated this work: 

 
i. The Augmented Stacking Polynomial Optimized Tool (ASPOT), an intuitive and novel 

security methodology that improves cloud-IoT system security against contemporary 
cyberattacks. 

ii. The present study employs the lightweight Deep Augmented Preprocessing Model 
(DAPM) to execute transformation and normalization operations on the input cyber-
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attack dataset, thereby cleaning and normalizing it. 
iii. Additionally, the normalized dataset's most significant and relevant features are optimally 

selected using the Binary Sand Cat Swarm Optimization (BSCSO) algorithm.  
iv. Moreover, the Deep Stacking Polynomial Learning Network (DSPLN) methodology is used 

in order to quickly and accurately determine the class of incursions from the provided 
data. 

v. The performance and outcomes of the suggested ASPOT approach are examined using a 
range of evaluation metrics in conjunction with contemporary cyber-attack statistics. 

 
The remaining sections of this work are divided into the following categories: In Section 2, a 

review of various current studies in the field of cloud-IoT security is conducted. The benefits and 
drawbacks of each approach are examined based on the effectiveness of intrusion detection. In 
Section 3, the flow model and algorithms are presented together with a thorough discussion of the 
suggested security solution. In Section 4, the effectiveness and outcomes of the suggested security 
methodology are evaluated and validated using a variety of performance metrics and publicly 
available statistics. Lastly, in Section 5, the paper's general summary is given together with the 
conclusions, results, and outcomes. 
 
2. Related Works 

 
This section looks at a number of current security techniques for protecting cloud-IoT systems, 

and it discusses the difficulties and issues that come with using the traditional methods.  
Abd-Elaziz, et al., [19] deployed the Capuchin Searching Algorithm (CapSa) to defend Internet of 

Things systems against malicious attacks. For the purpose of this study, the deep neural network 
classification technique is utilized to maximize the accuracy of classifying normal and invasive 
occurrences. Additionally, four different datasets are used in this study to evaluate the effectiveness 
of the recommended strategy. Using the DNN-CapSa model has several benefits, the main ones being 
its high resilience, greater efficiency, and capacity to handle big datasets. Fernando et al., [7] used 
five distinct machine learning techniques, including the processes of GB, XGB, DT, RF, and ET, to 
discover and recognize intrusions from the network traffic information. Additionally, the authors 
have examined and evaluated the recommended approach's intrusion detection efficiency using a 
BoT-IoT dataset. Nevertheless, this work's precision falls short of expectations, which impairs the 
system's overall performance. Attou et al., [20] deployed the Radial Basis Function Neural Network 
– Random Forest (RBFNN-RF) integrated classification technique to protect the cloud environment 
against intrusions. This project aims to reduce vulnerabilities and illegal data access by creating an 
automated intrusion detection system with a hybrid learning algorithm. The Intrusion Detection 
Systems (IDSs) [21] have become the most often used part of compliance and computing system 
security protocols for protecting cloud environments from various attacks and hazards. In order to 
keep up with the development of computer-related crimes, it employs numerous investigative 
techniques to find dangers, report criminal activity, and put preventative measures in action.  

One of the main issues of today's technological age is network security. The weaknesses in 
network security have grown in importance over the past decade due to the internet's rapid 
expansion and widespread use. The purpose of an IDS is to detect abnormal attacks and unwanted 
access to protected networks. Numerous studies on IDS have been carried out in recent years [6,22]. 
IDS is able to execute an expert security analysis, identify and stop detrimental assaults on the 
network, and maintain regular operation throughout any malicious epidemic. These days, deep 
learning and sophisticated machine learning techniques are used to build IDS approaches. Within the 
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specialized field of artificial intelligence known as machine learning, information is obtained from 
training data using previously determined facts [23,24]. A science known as "machine learning" 
enables machines to acquire information without becoming deliberately programmed. For instance, 
the Decision Tree (DT), Naïve Bayes (NB), Artificial Neural Network (ANN), K-Nearest Neighbour 
(KNN), Fuzzy Logic (FL), Deep Neural Network (DNN), and Long Short-Term Memory (LSTM) are the 
most frequently used artificial intelligence methodologies in the field of IoT security. 

Al-Hadhrami et al., [25] developed a real time attack detection framework for boosting security 
of IoT networks. The authors set out to look into the available datasets and how they might be used 
in IoT settings. Next, they talk about a methodology for gathering real-time data that may be used to 
create a dataset for testing and evaluating IDS. The primary benefit of the suggested dataset is that 
it includes characteristics specifically created for the 6LoWPAN/RPL network, which is probably the 
most used protocol in the IoT networks. Gyamfi et al., [26] presented a detailed literature review to 
examine several approaches related to edge computing and machine learning for IoT security. By 
moving sophisticated computing operations from IoT devices to the edge, the multi-access edge 
computing (MEC) paradigm has arisen to alleviate these limitations. The majority of associated works 
currently in existence concentrate on identifying the best security ways to safeguard IoT devices. 
Additionally, a comparative examination of the assessment criteria, deployment methodologies, and 
datasets that are publicly available that were used in the IDS design is conducted in the current 
investigation. Geetha et al., [27] established a novel principal component analysis model for cloud 
environment security that combines a deep learning method with a fisher kernel basis. PCA is used 
in this case to reduce dimensionality, and the GWO approach is used to select the best features. 
Additionally, using the selected features, the hybrid deep learning methodology is used to separate 
the normal and intrusion data from the input. 

A recent assessment of the literature led to the conclusion that most intelligence algorithms have 
a number of complex issues, including a high false prediction rate, difficulty classifying threats, high 
processing costs, and system load. Thus, the suggested research project's objective is to enhance 
cloud-IoT system security by implementing a state-of-the-art security algorithm. 

 
3. Proposed Methodology 

 
This section provides the complete explanation for the proposed security model used to 

safeguard cloud-IoT system from modern cyber-threats. The main contribution of this paper is to 
develop a novel framework known as, Augmented Stacking Polynomial Optimized Tool (ASPOT) for 
increasing the security of cloud-IoT networks. Typically, it has been demonstrated that IDS is one of 
the effective and promising methods for maximizing the security of cloud-IoT systems. IDS has shown 
to be one of the most effective and promising strategies. Through the monitoring of system traffic 
data, it finds observed threats and malicious activity, and when such dangers are found, alarms are 
sent out. In the proposed system, the novel algorithms are implemented for analysing and detecting 
intrusions from the network traffic data. The flow of the proposed ASPOD system is shown in Figure 
1, which encompasses the following stages of operations: 

 
i. Data collection from cloud-IoT networks 

ii. Deep Augmented Preprocessing Model (DAPM) for data normalization 
iii. Binary Sand Cat Swarm Optimization (BSCSO) for feature selection 
iv. Deep Stacking Polynomial Learning Network (DSPLN) for intrusion detection and 

classification 
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The current cyber-attack datasets that are accessible from open-source websites were utilized in this 
study for system analysis and implementation. Following the acquisition of data, DAPM is used to execute 
cleaning and normalizing procedures. This includes performing transformation, normalization, and 
augmentation activities. This methodology successfully improves data quality, which helps to achieve 
better intrusion detection performance. To guarantee an accurate classification, the dimensionality of 
the dataset is minimized by applying the BSCSO algorithm to extract the required features from the 
normalized data. Additionally, the last step uses the DSPLN methodology to classify the normal and 
intrusion data with a low false prediction rate. The suggested ASPOD model's intrusion detection results 
are significantly improved in the proposed framework by utilizing the proposed DAPM, BSCSO, and DSPLN 
techniques. Reduced computing costs, high precision, scalability, quick detection rates, identification of 
network risks in cloud-IoT contexts, and comparatively low false positive and false negative rates are the 
main benefits of utilizing the suggested approach. 
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Fig. 1. Flow of the proposed ASPOT security model 

 
3.1 DAPM for Data Preprocessing  

 
The initial stage of machine learning is called "data pre-processing," in which the data gets altered 

or encoded to put it in a format that allows the computer to understand or parse it fast. In other 
words, it could also mean that the predictive method is able to quickly analyse the data's attributes. 
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The most significant factor influencing a supervised machine learning algorithm's ability to generalize 
is data preprocessing. The amount of data used for training increases dramatically with respect to 
the dimension of the input space. A prediction states that preprocessing can account for 50% to 80% 
of the total time required for identification, demonstrating the significance of preprocessing in model 
construction. Enhancing the quality of the data is also essential for enhanced efficiency. Finding 
inaccurate or noisy data and fixing it or eliminating it from the collection of information is the 
procedure of data cleaning. It generally functions to detect and replace any noisy, erroneous, 
incomplete, or superfluous records or information. Although the methods employed change based 
on the model's requirements, the fundamental actions taken during this process are: 

 
i. Elimination of redundant or unnecessary information. 

ii. Setting structural mistakes 
iii. Missing values handling 

 
The proposed DAPM algorithm is employed to broaden the data and increase the samples that 

account for a smaller percentage of the initial training set, balancing the proportion of the majority 
and minority samples. This is because the overall amount of attacking samples in the given dataset is 
significantly higher than that in the set used for training, and only a small percentage of these samples 
are in the training set. As a result, the trained model finds it difficult to distinguish these samples. 
This can help to some extent with the imbalance issue in the data from the network and improve the 
model's capacity for extrapolation. A huge gap between various dimensional data points for features 
within the dataset might result in issues like weak model training and negligible accuracy rise. To 
address this issue, the min-max function is used to map the data within a value range of (0, 1) in the 
following way: 

 
d! = "#"!"#

"!$%#"!"#
              (1) 

 
Where, d$%& and d$'( are the maximum and minimum values of the data.  
 

3.2 BSCSO for Feature Selection 
 
The massive amount of traffic generated by the cloud-IoT network significantly down the 

intrusion detection operation. It's crucial to select only the pertinent data because, for detecting 
reasons, the data frequently contains some redundant and unimportant data. Because feature 
selection may efficiently discover a subset of the most appropriate features in the dataset according 
to specific criteria. Also, it is a crucial component of any network detection system for intrusions that 
aims to decrease processing time and boost system reliability. The efficiency of the system is not 
adversely affected by eliminating those superfluous features. Additionally, utilizing each attribute 
makes the system more complex and less accurate. Therefore, the objective is to choose the most 
effective subset of attributes that are pertinent to the intrusion detection operation. Consequently, 
boosting the efficiency of information mining algorithms is the primary focus of the selection of 
features. By cutting out features that are superfluous or redundant, we can improve system accuracy 
and generate classification models with greater speed, besides numerous other benefits. In the 
proposed ASPOT model, the novel and unique optimization technique, named as, BSCSO has been 
employed to optimally pick the essential features for training the classifier’s features. The sand cat 
has an extremely unique way of finding food and hunting. These animals' remarkable knack to 
discover prey is based on their capacity to find prey on the earth or beneath. They can therefore 
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locate their prey with great speed. In order to identify the best solution, the swarm optimization 
algorithm (SCSO) mimicked this characteristic. Initializing the population is the first stage, just like in 
other meta-heuristic algorithms. The lower and upper bounds of the problem have been employed 
to randomly generate the search space. A search agent solution to a predetermined optimization 
problem is shown by each segment of the search field. 

When compared to the other meta-heuristic models, the proposed BSCSO has the primary 
advantages of simple to implement, low searching complexity, and high efficiency. Meta-heuristic 
algorithms aim to discover a solution that is as close to optimum as feasible. In this manner, a cost 
function or fitness function is established for the feature selection problem in order to assess the 
resultant solution. The goal of the solution is guided by the meta-heuristic algorithm, which is based 
on the problem objective. Up until the final iteration, the fitness of each solution dictates the next 
iteration. The most ideal option had been identified in the last iteration, which the user can opt to 
utilize. At this point, every mechanism in a meta-heuristic algorithm finds the best solution, which is 
usually determined by the hunting mechanism. There is a unique principle of operation for the SCSO 
algorithm. Finding the most effective solution involves looking for prey after initiation. This makes 
use of the sand cat's capacity for noise with low frequencies result. In this technique, the set of 
population is initialized at the beginning of optimization, and the fitness function is calculated 
according to the objective function. Until reaching the maximum number of iterations, the random 
angle is selected according to the Roulette wheel selection method. Then, the position of searching 
is updated as represented in the following equation: 

 

B$$⃗ (k + 1) = +
ρ)$$$$⃗ (k) − ρ*$$$⃗ × cos	(θ) × ω$$⃗ |G| ≤ 1;

ω$$⃗ × 9ρ)+$$$$$$⃗ (k) − M(0,1= × ρ+$$$$⃗ (k) |G| > 1                       (2) 

 
𝜔$$⃗ = 𝜔,$$$$$⃗ × 𝑀(0,1)               (3) 

 
Where, 𝐵$⃗ (𝑘 + 1) is the updated position of searching agent, 𝜔$$⃗  denotes the sensitivity range, 𝑀 

is the  𝜌-$$$$⃗  represents the best position, 𝜌.$$$$⃗  indicates the current position, and 𝜃 is the random angle. 
Consequently, the v-shaped transfer function is applied for integrating the binary algorithm with 
SCSO technique as represented in the following equation: 

 

𝒱9𝑏/0(𝑘)= =
1
2
𝑎𝑟𝑐𝑡𝑎𝑛 L2

1
𝑏/0(𝑘)M             (4) 

 

𝑏/0(𝑘) = +(𝑏/
0)#3 𝑖𝑓	𝑀 < 𝒱9𝑏/0(𝑘)=
(𝑏/0) 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

            (5) 

 
This model states that in order to extract the best necessary features from the dataset, the best 

optimal solution is found and used. 
 
Algorithm 1 – BSCSO for Feature Selection 
Input: Pre-processed dataset 𝑃4; 
Output: Selected features 𝑆5; 
Begin 
Step 1: Initialize the optimization input parameters, maximum number of iterations, current 

iteration, and set of population; 
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Step 2: Compute the fitness function according to the objective function; 
Step 3: Initialize the parameters sensitivity range 𝜔$$⃗ , current position 𝜌.$$$$⃗ , and best position 𝜌-$$$$⃗ ; 
Step 4: While (𝑖𝑡𝑟 ≤ 𝑚𝑥/67) 
  For each searching agent in the field 
 
Obtain a random angle according to the roulette wheel selection method; 
If (𝑎𝑏𝑠	(𝑄) ≤ 1) 
Update the position of searching agent as shown in Eq. (2); 
 

𝑥 = 𝜌-$$$$⃗ (𝑘) − 𝜌7$$$$⃗ × 𝑐𝑜𝑠	(𝜃) × 𝜔$$⃗                            (6) 
 
Else  
Update the position of searching agent as shown in Eq. (2); 

 
𝑦 = 𝜔$$⃗ × (𝜌-$$$$⃗ (𝑘) − 𝑀(0,1) ×	𝜌.$$$$⃗ )               (7) 

    End 
 
Compute the v-transfer function 𝒱9𝑏/0(𝑘)= as shown in Eq. (4); 
If (𝑀 ≤ 𝒱9𝑏/0(𝑘)=) 
Update the position 𝑏/0(𝑘) of searching agent as shown in Eq. (5); 
Else 
Update the position 𝑏/0(𝑘) of searching agent as shown in Eq. (5); 
   End; 
  End for; 
  𝑘 = 𝑘 + 1; 
  End; 
Step 5: Return the best optimal features 𝑆5 = 𝑏/0(𝑘); 
 

3.3 DSPLN for Intrusion Classification 
 
In the classification process, the normal and intrusion data is categorized with the use of DSPLN 

technique, which uses the best optimal features obtained from the previous stage as the input. In 
the conventional studies, a variety of classification approaches are implemented for attack 
identification and classification. Here, the unique reasons of adopting the proposed DSPLN 
methodology are increased prediction rate, low false rate, reduced time for execution, and simple to 
implement. A deep hierarchy can be created in DSPLN by stacking many basic deep probability 
networks on top of one another. The output of each node in this unique supervised deep neural 
network technique is a quadratic function derived from its components, and it includes effective 
layer-by-layer learning. A DSPLN classifier receives the output model at the highest level beyond that. 
The DSPLN training time is reduced by removing unnecessary characteristics by the selection of 
optimal features. Furthermore, the best way to construct deep networks in DSPLN enables learning 
of data representation on small bound instances. The approach begins with a straightforward 
network that might have a sizable bias but aren't going often over-fit, and as the system gets more 
complex, we are able to decrease the degree of bias while boosting the variance. As a result, the 
intrinsic curves of the solutions that govern the bias-variance compromise might be developed with 
this method of learning. In order to accumulate an independent collection of vectors to generate the 
bias, Singular Vector Decomposition (SVD) is used to define the degree-1 polynomial function (linear) 
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throughout the dataset used for training. This serves as the initial phase in the development of the 
layers in deep probability network. All values produced by the linear functions used on the training 
cases are extended in the first layer's outputs. The basis for degree-2 polynomials can then be 
obtained using the same idea. This indicates that the array of values bought by nodes in the first layer 
and the outcomes of the outputs of every two elements in the first layer are augmented to 
encompass the matrix of values resulting from any degree-2 polynomial. This technique predicts the 
resultant label based on this operation and uses it to accurately classify the normal and intrusion 
data. 
 
4. Results and Discussion 

 
This section uses a number of metrics and open-source datasets to evaluate and assess the 

performance of the suggested ASPOT approach. Some of the most well-known and recent cyber-
attack datasets, including UNSW-NB 15 [28], ToN-IoT [29], and CSECIC-2018, have been used for 
testing and validation in this work. Tables 1 and 2 provide the dataset descriptions for ToN-IoT and 
UNSW-NB 15, respectively. 

 
Table 1 
Dataset description for ToN-IoT 
Classes of attacks No of samples 
Normal 3,00,000 
Backdoor 20,000 
DoS 20,000 
DDoS 20,000 
Injection 20,000 
MITM 1,043 
Password 20,000 
Ransomware 20,000 
Scanning 20,000 
XSS 20,000 

 
Table 2 
Dataset description for UNSW-NB 
Classes of attacks No of samples for training No of samples for testing 
Normal 56,000 37,000 
Analysis 2,000 677 
Backdoor 1,746 583 
DoS 12,264 4089 
Exploits 33,393 11,132 
Fuzzers 18,184 6,062 
Generic 40,000 18,871 
Reconnaissance 10,491 3,496 
Shellcode 1,133 378 
Worms 130 44 

 
One of the most crucial things to be concerned about is selecting an appropriate performance 

metric. The most popular metric for illustrating the system's effectiveness is its accuracy. The 
accuracy of the classifier can be defined as the number of cases correctly identified divided by the 
total number of cases. The parameter of accuracy is calculated by using the following equation: 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 	 89:8;

89:8;:<;:<9
                                (8) 
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Precision, sometimes referred to as positive predictive value, is the likelihood that the model 
would properly identify any event, which is computed as shown in the following model: 
 
Precision = 	 =>

=>:?>
                        (9) 

 
The "true positive rate" refers to the percentage of test outcomes that the model properly 

detected. It is often referred to as the "detection rate" or the "recall rate." Most likely, another name 
for it is sensitivity as computed by using the following equation: 
 
Recall = =>

=>:?>
	                                (10) 

 
Subsequently, the F-score is the harmonic mean of recall and accuracy, which is calculated as 

shown in below: 
 
F1 − score = 2 × (>*AB'C'D(	×GAB%HH)

>*AB'C'D(:GAB%HH
                                           (11) 

 
Where, TP – true positive, TN – true negative, FP – false positive, and FN – false negative. The 

UNSW-NB 15 dataset is used in Figure 2 and Table 3 to compare the overall performance of the 
suggested ASPOT methodology.  
 

 
Fig. 2. Overall performance comparative study using UNSW-NB 15 dataset 

 
Table 3 
Comparative analysis using UNSW-NB 15 dataset 
Methods Accuracy (%) Precision (%) Recall (%) F1-score (%) 
EHIDS 96.47 96.53 96.47 96.47 
CF-OSELM-PREF 94.70 94.94 93.12 93.54 
ABA-IDS 90.88 82.50 91.37 86.83 
ICNN-FCID 92.38 94.44 88.41 90.66 
Proposed 99 99.2 99.1 99 
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Likewise, as illustrated in Figure 3 and Table 4, the same performance metrics are calculated for 
the suggested and standard approaches. The predicted outputs show that the suggested ASPOT 
methodology outperforms all other approaches with excellent performance outcomes. As one of the 
main factors contributing to the enhanced results in the planned work is the implementation of 
BSCSO. 
 

 
Fig. 3. Overall performance comparative study using ToN-IoT dataset 

 
Table 4 
Comparative analysis using ToN-IoT dataset 
Methods Accuracy (%) Precision (%) Recall (%) F1-score (%) 
EHIDS 95.36 99.02 99.01 99.02 
CF-OSELM-PREF 91.31 95.27 93.12 93.54 
ABA-IDS 90.03 94.05 94.05 94.05 
ICNN-FCID 92.26 95.51 94.43 91.66 
Proposed 99.1 99 99.2 99.1 

 
 
Furthermore, using the UNSW-NB 15 and ToN-IoT datasets, Table 5 and Figure 4 compare the 

execution times of the suggested [30] and standard security techniques. According to the evaluation, 
the suggested ASPOT methodology's execution time is shortened to 1.2 seconds for the UNSW-NB 
15 data and 1.542 seconds for the ToN-IoT dataset. The suggested ASPOT framework's execution 
time has been significantly shortened as a result of the use of the BSCSO and DSPLN approaches, 
since decreased dimensionality is a key factor in reducing classifier time.  

 
Table 5 
Execution time analysis 
Methods UNSW-NB 15  ToN-IoT 
EHIDS 2.461 1.832 
CF-OSELM-PREF 2.949 3.242 
ABA-IDS 2.951 2.946 
ICNN-FCID 3.309 2.911 
Proposed 1.269 1.542 
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Fig. 4. Comparison based on execution time 

 
The accuracy, precision, recall, and f1-score values of the suggested and standard ASPOT security 

approaches are contrasted with regard to different numbers of samples in the UNSW-NB 15 dataset, 
respectively, in Figure 5 to Figure 8. 

 

 
Fig. 5. Accuracy analysis with respect to varying number of samples in UNSW-NB 15 
dataset 
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Fig. 6. Precision analysis with respect to varying number of samples in UNSW-
NB 15 dataset 

 

 
Fig. 7. Recall analysis with respect to varying number of samples in UNSW-NB 
15 dataset 
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Fig. 8. F1-score analysis with respect to varying number of samples in UNSW-NB 
15 dataset 

 
Their corresponding values are tabulated in Table 6 to Table 9.  
 

Table 6 
Comparison based on accuracy with respect to varying data 
samples in UNSW-NB15 dataset 
Data samples EHIDS CF-OSELM-PREFF ABA-IDS ICNN-FCID Proposed 
10000 92 92.5 91 92 98.5 
20000 94.2 93 91 94.2 98.8 
30000 95 91.8 91 94 99 
40000 99 91.8 91 95.8 99.2 
50000 98.5 93 91 96 99.35 
60000 99 92 91 96 99.5 

 
Table 7 
Comparison based on precision with respect to varying data samples in 
UNSW-NB15 dataset 

Data samples EHIDS CF-OSELM-PREFF ABA-IDS ICNN-FCID Proposed 
10000 92.5 93.8 83 93.8 98.6 
20000 94.3 93.5 83 95 98.8 
30000 95 95 82 94.2 99 
40000 99 95 83 94.2 99.15 
50000 98.5 96 83 94.2 99.33 
60000 99 96.5 83 95 99.45 

 
This comparison analysis shows that the suggested ASPOT methodology outperforms all other 

traditional methods with higher recall, accuracy, precision, and f1-score values. Improved 
performance outcomes in the suggested security framework are usually the result of integrating new 
approaches like DAPM, BSCSO, and DSPLN. 
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Table 8 
Comparison based on recall with respect to varying data 
samples in UNSW-NB15 dataset 
Data samples EHIDS CF-OSELM-PREFF ABA-IDS ICNN-FCID Proposed 
10000 92.5 90.8 90.2 89 98.8 
20000 94.5 91.8 91.8 89 98.9 
30000 94.5 93 91.9 87.8 99 
40000 99 93.5 91.8 89 99.2 
50000 99 95 91.8 90.8 99.3 
60000 99.5 96 92 88 99.6 

 
Table 9 
Comparison based on f1-score with respect to varying data 
samples in UNSW-NB15 dataset 
Data samples EHIDS CF-OSELM-PREFF ABA-IDS ICNN-FCID Proposed 
10000 92.5 91.8 87 91 98.9 
20000 94.5 92.3 86 91 99 
30000 95 93 87 89.8 99.1 
40000 99 94 87 90 99.2 
50000 98.5 95 87 92 99.3 
60000 99.5 95 87 90 99.5 

 
Similarly, using the ToN-IoT dataset, Figure 9 to Figure 12 validate and compare the same 

performance measures.  
 

 
Fig. 9. Accuracy analysis with respect to varying number of samples in ToN-IoT 
dataset 
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Fig. 10. Precision analysis with respect to varying number of samples in ToN-IoT 
dataset 

 

 
Fig. 11. Recall analysis with respect to varying number of samples in ToN-IoT 
dataset 
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Fig. 12. F1-score analysis with respect to varying number of samples in ToN-IoT 
dataset 

 
The relevant values are reported in Tables 10 to 13, respectively. This estimate makes it clear 

that, in comparison to the other security approaches, the ASPOT methodology yields better 
performance results. 
 

Table 10 
Comparison based on accuracy with respect to varying data 
samples in ToN-IoT dataset 
Data samples EHIDS CF-OSELM-PREFF ABA-IDS ICNN-FCID Proposed 
10000 88 82.5 81.8 85 98.9 
20000 92 87 85 88 99 
30000 95 91 90.5 91.8 99.1 
40000 98 94.5 94 95 99.2 
50000 99 96 94 94.8 99.25 
60000 99.3 96.8 95 97.2 99.5 

 
Table 11 
Comparison based on precision with respect to varying data 
samples in ToN-IoT dataset 
Data samples EHIDS CF-OSELM-PREFF ABA-IDS ICNN-FCID Proposed 
10000 98 94 88.5 94.2 99 
20000 99 94.5 92.8 95.8 99.1 
30000 99 95 94.8 95.8 99.1 
40000 99 95.8 95.9 95.9 99.25 
50000 99.2 96 96.5 96.5 99.4 
60000 99.5 96.5 97 95.9 99.6 
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Table 12 
Comparison based on recall with respect to varying data 
samples in ToN-IoT dataset 
Data samples EHIDS CF-OSELM-PREFF ABA-IDS ICNN-FCID Proposed 
10000 98 90.5 89 93.8 98.8 
20000 99 91.8 92 93.9 99 
30000 99 93 94.2 94 99.2 
40000 99.2 93.8 95.9 94.5 99.35 
50000 99.2 95 93.2 95.8 99.42 
60000 99.5 95.8 97 95.8 99.6 

 
Table 13 
Comparison based on f1-score with respect to varying data 
samples in ToN-IoT dataset 
Data samples EHIDS CF-OSELM-PREFF ABA-IDS ICNN-FCID Proposed 
10000 98 91.8 89 91 98.8 
20000 99 92 92 91.8 99.1 
30000 99 93.5 94.2 92 99.25 
40000 99.2 94 96 92 99.4 
50000 99.2 95.2 96 92 99.46 
60000 99.5 95.8 97 92 99.62 

 
4. Conclusion 

 
This paper's primary goal is to create the innovative security framework known as ASPOT in order 

to defend cloud-IoT against cyberattacks. This study used open-source websites to obtain the current 
cyber-attack datasets for system analysis and implementation. DAPM is used to carry out cleaning 
and normalization processes after data collection. This involves carrying out tasks related to 
augmentation, normalization, and transformation. By successfully enhancing data quality, this 
methodology contributes to improved intrusion detection performance. By using the BSCSO 
technique to extract the necessary features from the normalized data, the dimensionality of the 
dataset is reduced, ensuring a correct classification. Furthermore, the final stage classifies the normal 
and intrusion data with a low false prediction rate using the DSPLN methodology. Using the proposed 
DAPM, BSCSO, and DSPLN approaches greatly improves the intrusion detection results of the 
provided ASPOD model in the proposed framework. The key advantages of using the proposed 
approach include lower computational costs, high precision, scalability, fast detection rates, network 
risk identification in cloud-IoT settings, and relatively low false positive and false negative rates. This 
work has leveraged a number of popular and recent cyber-attack datasets for testing and validation, 
such as UNSW-NB 15, ToN-IoT, and CSECIC-2018. The comparison analysis demonstrates that, with 
higher recall, accuracy, precision, and f1-score values than any other traditional method, the 
suggested ASPOT methodology performs better. Integrating novel techniques like DAPM, BSCSO, and 
DSPLN typically leads to better performance outcomes in the recommended security framework. 
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