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ABSTRACT

Facial recognition attendance systems have garnered considerable attention due to
their capability to automate attendance tracking while addressing the limitations of
conventional manual methods. These systems employ advanced algorithms, such as
Haar Cascade and Local Binary Pattern Histogram (LBPH), to analyse and match facial
patterns, enabling precise identification and verification of individuals. This research
provides an in-depth investigation into the application of the Haar Cascade and LBPH
algorithms within a facial recognition attendance system. The study demonstrates the
algorithms' proficiency in accurately recognizing faces, displaying individuals' names,
and reliably recording attendance with an impressive accuracy rate of 99.0%.
Functionally, the technology captures images or videos of individuals' faces upon their
arrival and subsequently compares them to a pre-existing database. Significantly, as
the dataset size expands, the system's accuracy exhibits consistent improvement.
Notably, the research identifies a threshold for the minimum number of images
required to achieve dependable attendance prediction. The results produced indicate
the effectiveness of the LBPH and Haar Cascade algorithms in automating attendance
tracking, reducing errors, and reducing administrative burden. The adoption of facial
recognition attendance systems represents a scholarly and robust solution with broad
applicability, ensuring precise attendance records across diverse contexts.
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1. Introduction

Traditional attendance tracking methods are pre-technology methods used to track and record
attendance. Various types of attendance systems exist, including biometric-based [5], radio
frequency card-based [5], traditional paper-based methods [4], and the emerging face recognition-
based system. The facial recognition attendance system is becoming a popular alternative as
machine learning technology advances, as it eliminates the need for manual entry, lowers errors,
and boosts security. A face recognition attendance system tracks and records attendance by
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leveraging cutting-edge technology such as facial recognition software, cameras, and a database of
pre-registered subjects. The system captures a facial image, compares it to the database, and if a
match is found, the individual is recorded as present, and their attendance record is updated. This
technology is applicable in a variety of situations, including schools, universities, offices, and
factories. They are beneficial for organizations that have a large number of employees or students
and require a quick and efficient way to track attendance [10]. Biometric authentication, such as
facial recognition or iris scanning, is a common way to identify users [2]. Another promising
biometric identification technology is periocular identification technology [13] that leverages the
unique features of the periocular region, the area around the eyes, to identify individuals with high
accuracy and robustness [9], but in a classroom setting where close-ups with the students might
not be possible, face recognition would be the most suitable method [18].

In this research, an intelligent facial attendance classification model developed using the Local
Binary Pattern Histogram (LBPH) is proposed. In this project, the five celebrity face datasets
downloaded from the Kaggle Datasets Repository are used [3]. The dataset contains photos of five
celebrity faces for the model's training and testing phases. The goal of this paper is to use the Haar
Cascade and LBPH algorithms to recognize faces in an attendance system. Based on the initial
experiments, it can identify and display the individual based on their name. The technology can also
recognize an unidentified person who is not in the database and designate them as "unknown."
Additionally, the model can record attendance on an Excel sheet and count the overall number of
individuals in attendance for that session. In this research, we will apply the Local Binary Patterns
Histogram (LBPH) technique and measure the accuracy and performance of the model.

For facial identification in an attendance system, Haar Cascade and Local Binary Pattern
Histogram (LBPH) algorithms are used because they are excellent at analysing and matching
patterns based on a person's facial features. While LBPH is a texture-based approach that can
extract features from an image and use them for recognition, Haar Cascade is a machine learning-
based approach that can recognise objects in an image or video stream. When used in tandem,
these algorithms can recognise people based on their facial traits and match them to a database of
enrolled individuals. These algorithms work well for facial recognition in attendance tracking, as
shown by the authors' discovery that the system's accuracy grew as the dataset's image count rose.

1.1 Literature Review

Facial recognition technology employs sophisticated algorithms to analyse and compare
patterns derived from distinct facial attributes, enabling the identification and verification of
individuals' identities [10]. In the realm of class attendance management, a facial recognition
system can be leveraged to autonomously monitor and document the presence of students within
a classroom environment. This involves capturing visual data, such as images or videos, of students'
faces upon entry, which is subsequently cross-referenced with an existing database of enrolled
students to facilitate accurate matching and identification.

A facial recognition-based class attendance system uses cameras and specialist software to
collect visual data, in the form of photos or videos, of students' facial features when they enter a
classroom. The collected imagery is submitted to analysis and subsequent comparison against an
existing repository of registered students via the use of algorithms. Following successful
identification, the system accurately records the student's attendance.

The integration of the system with an existing student database enables the retrieval of vital
student information including names, identification number, and class schedule. Consequently,
upon successful identification of a student, the system promptly updates the attendance record
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within the database, eliminating the necessity of manual attendance taking [19]. The longstanding
practice of manual attendance, which has been conventionally employed, is fraught with inherent
challenges and limitations. Utilizing facial recognition technology for attendance management
presents notable advantages over the traditional practice of manual attendance taking, where
instructors rely on verbal calls or paper sign-in sheets. The adoption of facial recognition technology
offers enhanced efficiency and effectiveness for several reasons [6]:

i. Time-consuming: Manual attendance taking can be a time-consuming process, especially
in larger classes, and can take away from class time that could be used for instruction or
discussion.

ii. Error-prone: Manual attendance taking is subject to human error, such as mistakes in
recording names or mishearing names.

iii. Forgery: Some students may forge attendance records by signing in for absent
classmates or by giving false names.

iv. Inaccurate: A manual attendance record can be inaccurate as some students may be
absent but not marked, or some students may be marked present when they are absent.

v. Limited data: Manual attendance records provide limited data, such as attendance
information only, but do not provide more detailed information such as time of arrival,
time of departure, etc.

vi. Data entry: Manual attendance records need to be entered into a computer or other
system, which can be time-consuming and error prone.

The implementation of facial recognition technology in class attendance systems entails various
ramifications, encompassing both advantageous and detrimental aspects. The potential
implications can be delineated as follows:

i. Improved accuracy and efficiency: Facial recognition technology can provide a more
accurate and efficient way to track attendance compared to manual attendance taking.

ii. Real-time data: Facial recognition-based attendance systems can provide real-time data,
allowing teachers and administrators to quickly see which students are present and
absent.

iii. Reduced administrative burden: Automating attendance tracking can reduce the
administrative burden on teachers and staff, allowing them to focus on teaching and
other important tasks.

iv. Privacy concerns: Some individuals may object to having their facial images captured
and stored in a database, and there are also concerns about the potential for misuse of
the collected data.

v. Error-prone: The system may not be able to identify a person if they are not in the
database, and it can also misidentify people, especially if the system is not properly
trained with high-quality images that are representative of the population.

1.1.1 Local binary pattern histogram

The Local Binary Pattern Histograms (LBPH) technique is applied in facial recognition to
characterize the texture of an image by analysing the relationship between each pixel and its
nearby pixels. This algorithm utilizes a circular neighbourhood surrounding each pixel to build a
binary pattern, subsequently producing a histogram of these patterns [17]. The produced histogram
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serves as a representative descriptor of the image's texture and look. The fundamental idea
underlying LBPH is the notion that facial texture can be efficiently identified by the patterns of
intensity changes that appear in the image.

Notably, LBPH is particularly helpful for facial recognition in environments which includes
different lighting conditions or varying stances, since it exhibits a lower susceptibility to the impact
of lighting and pose variations when compared to alternative approaches [15]. In a recent study
conducted by [4], the LBPH algorithm exhibits greater accuracy in contrast to other algorithms,
partly attributed to its potential for accurately identifying not only frontal faces but also side faces,
hence enhancing its total performance. Furthermore, the LBPH algorithm exhibits outstanding
resilience in the presence of variable lighting conditions, hence reinforcing its accuracy and
reliability [4]. While facial recognition offers efficiency in attendance marking, building user trust
through security measures and a natural user experience, as emphasized in studies on AI adoption
in the food and beverage industry, is crucial for successful implementation in educational or
workplace settings [14].

The LBPH algorithm encompasses a series of fundamental steps for effective implementation:

i. Grayscale Conversion: The initial stage involves converting the input image to grayscale,
simplifying subsequent binary pattern generation.

ii. Block Normalisation: The image is partitioned into small blocks, and the intensity values
of each pixel within these blocks are normalised to a range between 0 and 255.

iii. Binary Pattern Creation: Each pixel in the image undergoes a binary pattern creation
process. This entails comparing the intensity of the central pixel with the intensities of
the surrounding pixels in a circular neighbourhood configuration.

iv. Histogram Creation: A histogram is generated by accumulating the binary patterns,
serving as a representative description of the image's texture.

v. Comparison: The resulting histograms from two different images can be compared to
assess the similarity of their respective textures.

The LBPH algorithm's systematic execution of these steps facilitates robust texture-based facial
recognition, delivering notable advancements in accuracy and performance. LBPH is considered a
robust method for face recognition; it's relatively fast, and it does not need many images per
person to be trained [17]. Despite that, it is not as accurate as other methods like deep learning-
based algorithms, and it's sensitive to changes in illumination and facial expression.

1.1.2 Haar cascade

The Haar Cascade technique is a machine learning-based approach in object recognition,
developed by Paul Viola and Michael Jones in 2001, widely employed for the detection of objects in
photographs or video sequences. Its primary application is in the field of face detection. This
method focuses specifically on the identification of human faces by leveraging trained data to
analyse crucial facial attributes such as the distance between the eyes and the ratio of forehead-to-
nose. Through a process of autonomous learning, the system acquires the ability to distinguish
normal human faces from other objects. These identified facial characteristics are then utilized to
detect human faces captured by the camera [12].

The Haar Cascade technique operates by training a classifier using a collection of positive and
negative images. Positive images contain the object of interest, in this case, human faces, while
negative images do not. The classifier is trained to discern patterns in the positive images that
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differentiate them from the negative images [7]. This enables the algorithm to effectively detect
and locate the presence of human faces in images or videos, contributing to its widespread use in
various applications related to face detection and recognition. The Haar Cascade technique
employs a cascading approach, wherein a classifier is applied in a sequential manner through
multiple stages. Each stage comprises a series of elementary classifiers, referred to as features [11].

These features are derived from a set of Haar-like features, which exploit intensity differentials
between neighbouring rectangular regions within the image. The detection process begins by
applying the initial set of classifiers to the complete image. Upon detecting an object, the algorithm
progresses to subsequent stages, where increasingly complex classifiers are applied to smaller
regions of interest surrounding the identified object [16]. This iterative procedure continues until
the object is accurately detected or until the classifier fails to detect it. The Haar Cascade technique
exhibits notable speed and efficiency, rendering it very suitable for real-time applications [20].

2. Methodology

The proposed methodology involves using PyCharm and Python programming language, along
with the OpenCV library. The system utilizes a web camera to fetch students' faces, which are pre-
processed through resizing, grayscale transformation, and conversion to arrays. The LBPH algorithm
is then employed to recognize patterns in the faces. Training is conducted using the Haar Cascade
Classifier and LBPH as the recognizer. During testing, the model compares the faces on the webcam
with the dataset, automatically updating attendance if a match is found, or displaying 'Unknown'
otherwise.

2.1 Experimental Setup

The proposed implementation involves employing PyCharm as the integrated development
environment, utilizing Python programming language, and leveraging the OpenCV library. Essential
packages, such as Openpyxl, NumPy, and OpenCV-python, are installed within the PyCharm
environment. For training and assessing the facial recognition model, a Kaggle dataset of 5 Celebrity
Faces is utilized as the training and testing data source (Becker 2017). The experimental procedure
includes the following steps:

i. Create a Python file to fetch the students' faces using a web camera.
ii. Pre-process the photos including scaling, grayscale image processing, and image to array

conversion. The photographs of the students uploaded into a folder with their
associated names.

iii. Apply LBPH to recognize the patterns in the students’ faces.
iv. Train the model using Haar Cascade Classifier and LBPH as the recognizer.
v. Test the model with the images in the dataset, and then compare the students' faces

from the webcam. If the system recognizes the person, his or her name shows on the
screen, continuing with their attendance immediately changing in the CSV file and the
number of students attending being added. Otherwise, if it is not matched, the system
shows 'Unknown' on the student's face, as his or her photos are not in the collection.
Hence, their attendance is not being taken.
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Figure 1 explains the technique utilizing LBPH. As the device starts to take images, the algorithm
splits facial images into blocks. Then, histograms for each block are generated and aggregated into
a single histogram. After the facial image is analysed, the recognition result will be shown.
2.2 Data Description

In this project, the training of the facial recognition model is conducted using the 5 Celebrity
Faces Dataset obtained from the Kaggle Datasets Repository [9]. The dataset encompasses a
collection of images stored in distinct folders, with file formats varying between 'jpg' and 'png'.
Specifically, the training directory contains 14-20 images per celebrity, while the validation
directory comprises 5 photographs per celebrity.

Fig. 1. Flowchart for LBPH Model

2.3 Datasets Pre-Processing

OpenCV is extensively utilized in industry, research, and education for various applications
including image/video processing, object detection, and machine learning, particularly in domains
such as robotics, surveillance, and driver assistance systems.

It is an open-source computer vision and machine learning library, initially developed by Intel
and later supported by Willow Garage and Itseez. It offers a wide array of tools for image and video
processing, encompassing feature identification, object recognition, and machine learning [9].
Although primarily implemented in C++, OpenCV also provides interfaces for programming
languages such as Python, Java, and MATLAB, facilitating its adoption across various programming
environments.

To load an image, the imread() method from OpenCV is employed, with the file's path provided
as input. Subsequently, an iteration is performed over each of the five celebrity folders. To visualize
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the loaded images, the imshow() function is utilized, followed by the plt.show() function to display
them. Using matplotlib, the BGR photos are converted to grayscale images in order to eliminate
distractions when identifying facial photographs. Figure 2 displays a sample image that has
undergone modification.

Fig. 2. Image transformation example

To avoid running out of resources during the model's training, the loaded images are resized to
a smaller dimension. The presence of multiple image datasets with varying sizes poses a challenge,
as all images must have the same dimensions to form a coherent array for model processing. Thus,
the OpenCV resize function is applied to uniformly scale the photos to 47 x 62. The original image
size is 320 x 240, and Figure 3 exemplifies an image that has undergone the resizing process.

Fig. 3. Image scaling example

The final images after pre-processing are shown in Figure 4.
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Fig. 4. Pre-processing test images and labels

2.4 Live Implementation Tests

Experimental trials were conducted using live images. Upon system initiation, the webcam was
utilized to capture the facial appearances of two students. In the event of successful face detection,
a rectangular boundary was drawn around the detected face. To enhance the performance of the
model, a substantial image dataset was required. Consequently, each student's face was
meticulously captured from diverse angles and motions, resulting in a collection of 1000 images per
student. Subsequently, these images, initially in BGR format, were transformed into grayscale using
the OpenCV module.

Fig. 5. Data transformation of a student with a
rectangle around the face

The images associated with each subfolder name were meticulously stored in the designated
directory named "FaceData." For example, within a specific folder named "annesa_maisarah," a
collection of 1000 images depicting the respective individual was stored. Subsequently, face
detection will be conducted utilizing the Haar-Cascade Classifier from the OpenCV library. Prior to
face identification, feature extraction will be performed to enable the recognition of human faces
by training the Haar Cascade algorithm. This process will involve employing an XML file containing
the trained data for the Haar Cascade frontal face classifier, commonly referred to as the "Haar
cascade frontal face default."
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Fig. 6. Feature extraction in the Haar
classifier

In this study, the images present in the dataset will serve as the training data. Each image will
be assigned a numerical label indicating the corresponding student to whom it belongs. The LBPH
algorithm will be employed as a face recognizer for these images. During the recognition process,
the histogram of the face to be identified will be generated, and a comparison will be made against
pre-computed histograms to determine the best-match label representing the corresponding
student.

The system will commence by prompting the students to input their names and matriculation
numbers. Subsequently, the webcam will automatically capture their facial images until a total of
1000 sample images are obtained. These pre-processed images will then be stored in the
designated training images folder. Following this, the captured data from the students will be
utilized in both the training and testing phases. The resulting model will be saved as "trainz.yml"
and subsequently deployed in the face attendance system.

Fig. 7. Students Face Recognition and ‘Unknown’

To verify the attendance of students, the system will compare the faces of individuals captured
by the webcam with those present in the dataset. Upon successful recognition, the system will
display the student's name and matriculation number, automatically updating the attendance file
accordingly. Conversely, if the system is unable to recognize a student, their status will be marked
as ‘Unknown’, and their attendance will not be recorded in the attendance file. This in the form of
an excel sheet as shown in Figure 8.
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Fig. 8. Example Recorded Attendance in an Excel Sheet
3. Results

After training the model, the test data was used to evaluate the model's performance by
comparing the predicted labels to the true labels. It also shows the images in the test set and their
predicted labels, highlighting any labels that were predicted incorrectly in red. Figure 9 shows an
example of correctly labelled images in black and incorrectly labelled images in red.

Fig. 9. Example Classifications by the Model

These findings were derived from a series of experiments conducted using multiple datasets
consisting of varying numbers of images. The purpose of these experiments was to evaluate the
performance accuracy of the facial recognition system. Initially, different dataset sizes were
considered, but based on the obtained results, it was determined that utilizing 500 datasets for
each individual yielded optimal outcome.

Table 1 presents the accuracy results, revealing a consistent enhancement in performance as
the quantity of datasets increases. The accuracy of the face recognition system was assessed by
comparing the predicted labels with the true labels of the test data, utilizing metrics such as
average precision and recall. Multiple datasets were employed, varying in the number of images, to
evaluate the system's performance. The findings revealed a positive relationship between dataset
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size and recognition accuracy, with larger datasets providing a more comprehensive understanding
of facial patterns and features, leading to improved performance.

Table 1
Accuracy Achieved for Each Dataset Sizes
Number of Datasets per Individual Average Precision Average Recall Accuracy
1
10
50
100
500
1000

0.72
0.85
0.96
0.95
0.99
0.99

0.67
0.89
0.98
0.97
0.99
0.99

78.0%
81.0%
97.1%
93.8%
99.0%
99.0%

Notably, a significant milestone was reached when utilizing datasets with 500 images, achieving
an impressive accuracy rate of 99.0%. This noteworthy achievement indicates that a dataset
comprising 500 images per individual offers substantial information, facilitating effective face
recognition capabilities. Based on this remarkable accuracy result, it was decided to use a dataset
of 500 photos for each person in the subsequent investigations.

These results emphasize the significance of accumulating sufficiently large datasets to ensure
robust facial recognition outcomes. The study's insights contribute to optimizing facial recognition
attendance systems through data augmentation and expansion, offering valuable guidance to
researchers and practitioners in the field. It guarantees good accuracy while minimizing the
computational burden related to increasing dataset sizes.

4. Conclusion and Future Work

The findings from the experiments demonstrate a positive correlation between the number of
datasets per person and the accuracy of the face recognition system. Specifically, a larger dataset
size provides more comprehensive information about facial patterns and features, resulting in
improved recognition performance. Notably, a substantial increase in accuracy is observed when
utilising 50 datasets per participant compared to smaller dataset sizes, achieving an accuracy of
97.1%. This suggests that even with a relatively modest dataset size, a significant portion of the
necessary data for effective face recognition has already been captured.

Furthermore, the most noteworthy accuracy rates of 99.0% are achieved when employing
dataset sizes of 500 and 1000 datasets per person. These outcomes highlight that larger dataset
sizes offer a more detailed representation of facial traits, leading to highly accurate facial feature
identification. Hence, it is recommended to focus on collecting and utilising a dataset consisting of
500 datasets per individual, striking a balance between computational complexity and resource
requirements while achieving remarkable accuracy in the face recognition system.

Investigating advanced methods, especially those based on deep learning like Convolutional
Neural Networks (CNNs), will allow for future improvements in facial recognition systems. These
algorithms are promising for further development because they have shown notable accuracy gains.
Additionally, as position and illumination fluctuations might affect recognition accuracy, it is
essential to design techniques that can resolutely address these problems. The inclusion of the
Canny filter in our facial recognition system is not directly relevant to the Haar Cascade and Local
Binary Pattern Histogram algorithms used for detection. However, similar to the research on using
Canny filters to improve steganography, exploring pre-processing techniques to enhance facial
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features in various lighting conditions could be beneficial for improving the accuracy of our
attendance system [1].

Implementing privacy and security safeguards is a critical component to take into account for
future advancements. Data protection must be ensured by implementing secure storage and
communication mechanisms. Additionally, ethical aspects should be given full consideration,
including gaining informed consent, maintaining transparency, and abiding by pertinent laws. Face
recognition systems can improve their ethical standards, accuracy, and dependability by taking into
account these factors, ensuring a harmony between technology progress and moral considerations.

Acknowledgement
This research is supported by the International Islamic University Malaysia under the KICT Research
Grant - KICT-RG20-009-0009.

References
[1] Almaliki, Alaa Jabbar Qasim, Sajad Muhil Abd, Inam Abdullah Lafta, Roshidi Din, Osman Ghazali, Jabbar Qasim

Almaliki, and Sunariya Utama. "Application of the Canny Filter in Digital Steganography." Journal of Advanced
Research in Computing and Applications 35, no. 1 (2024): 21-30. https://doi.org/10.37934/arca.35.1.2130

[2] Ariff, Noor Azwana Mat, Amelia Ritahani Ismail, Normaziah Abdul Aziz, and Amir Aatieff Amir Hussin. "Analysis of
optimizers on AlexNet Architecture for face biometric authentication system." In 2022 International Conference
on Information Technology Research and Innovation (ICITRI), pp. 24-29. IEEE, 2022.

[3] Becker, Dan. “5 Celebrity Faces Datasets Version 1.” (2017). https://www.kaggle.com/datasets/dansbecker/5-
celebrity-faces-dataset

[4] Budiman, Andre, Ricky Aryatama Yaputera, Said Achmad, and Aditya Kurniawan. "Student attendance with face
recognition (LBPH or CNN): Systematic literature review." Procedia Computer Science 216 (2023): 31-38.
https://doi.org/10.1016/j.procs.2022.12.108

[5] Chinimilli, Bharath Tej, T. Anjali, Akhil Kotturi, Vihas Reddy Kaipu, and Jathin Varma Mandapati. "Face recognition
based attendance system using haar cascade and local binary pattern histogram algorithm." In 2020 4th
international conference on trends in electronics and informatics (ICOEI)(48184), pp. 701-704. IEEE, 2020.

[6] Dassanayake, D. M. T. S., and W. A. A. M. Wanniarachchi. "Challenges of Manual Attendance System Towards
Student Motivation." (2021).

[7] Diyasa, I. Gede Susrama Mas, Alfian Hendika Putra, Mohammad Rafka Mahendra Ariefwan, Primus Akbar
Atnanda, Fetty Trianggraeni, and Intan Yuniar Purbasari. "Feature extraction for face recognition using Haar
Cascade Classifier." Nusantara Science and Technology Proceedings (2022): 197-206.

[8] Kumar, Ajay, Shivansh Chaudhary, Sonik Sangal, and Raj Dhama. "Face Detection and Recognition using
OpenCV." International Journal of Computer Applications 975: 8887.

[9] Kumar, Gautam, Mukesh A. Zaveri, Sambit Bakshi, and Pankaj K. Sa. "Who is behind the mask: Periocular
biometrics when face recognition fails." In 2022 Second International Conference on Power, Control and
Computing Technologies (ICPC2T), pp. 1-6. IEEE, 2022. https://doi.org/10.1109/ICPC2T53885.2022.9777027

[10] Li, Lixiang, Xiaohui Mu, Siying Li, and Haipeng Peng. "A review of face recognition technology." IEEE access 8
(2020): 139110-139120. https://doi.org/10.1109/ACCESS.2020.3011028

[11] Madan, Arnav. "Face recognition using Haar cascade classifier." Int. J. Mod. Trends Sci. Technol 7, no. 01 (2021):
85-87. https://doi.org/10.46501/IJMTST070119

[12] Minu, M. S., Kshitij Arun, Anmol Tiwari, and Priyansh Rampuria. "Face recognition system based on haar cascade
classifier." International Journal of Advanced Science and Technology 29, no. 5 (2020): 3799-3805.

[13] Mon, Chit Su, Amir‘Aatieff Amir Hussin, and Toh Kai Sin. "Analyzing the periocular biometric-based access control
systems." In Journal of Physics: Conference Series, vol. 1529, no. 3, p. 032024. IOP Publishing, 2020.
https://doi.org/10.1088/1742-6596/1529/3/032024

[14] Ong, Siew Har, Sai Xin Ni, and Ho Li Vern. "Dimensions Affecting Consumer Acceptance towards Artificial
Intelligence (AI) Service in the Food and Beverage Industry in Klang Valley." Semarak International Journal of
Machine Learning 1, no. 1 (2024): 20-30. https://doi.org/10.37934/sijml.1.1.2030

[15] Panda, Stitiprajna, Swati Sucharita Barik, Sasmita Kumari Nayak, Aeisuriya Tripathy, and Gourav Mohapatra.
"Human Face Recognition using LBPH." International Journal of Recent Technology and Engineering (IJRTE) 8, no.
6 (2020): 3208-3212. https://doi.org/10.35940/ijrte.F8117.038620

https://doi.org/10.37934/arca.35.1.2130
https://www.kaggle.com/datasets/dansbecker/5-celebrity-faces-dataset
https://www.kaggle.com/datasets/dansbecker/5-celebrity-faces-dataset
https://doi.org/10.1016/j.procs.2022.12.108
https://doi.org/10.1109/ICPC2T53885.2022.9777027
https://doi.org/10.1109/ACCESS.2020.3011028
https://doi.org/10.46501/IJMTST070119
https://doi.org/10.1088/1742-6596/1529/3/032024
https://doi.org/10.37934/sijml.1.1.2030
https://doi.org/10.35940/ijrte.F8117.038620


Journal of Advanced Research in Applied Sciences and Engineering Technology
Volume 60, Issue 1 (2026) 212-224

224

[16] Pandey, Anurag, Divyansh Choudhary, Ritik Agarwal, and Tushar Shrivastava. "Face detection using Haar cascade
classifier." Proceedings of the Advancement in Electronics & Communication Engineering (2022).
https://doi.org/10.2139/ssrn.4157631

[17] Sánchez López, Laura. "Local Binary Patterns applied to Face Detection and Recognition." (2010).
[18] Sheela, R., and R. Suchithra. "Unmasking the Masked: Face Recognition and Its Challenges Using the Periocular

Region–A Review." Handbook of Research on Technical, Privacy, and Security Challenges in a Modern
World (2022): 62-81. https://doi.org/10.4018/978-1-6684-5250-9.ch004

[19] Smitha, Pavithra Hegde, and Afshin. “Face Recognition based Attendance Management System.” International
Journal of Engineering Research and Technology, Vol. 9, (2020). https://doi.org/10.17577/IJERTV9IS050861

[20] Yuen, Whei Chung, Gin Chong Lee, and Hock Kheng Sim. "Development of AI-Enabled Contactless Visitor Access
Monitoring System." International Journal on Robotics, Automation and Sciences 5, no. 2 (2023): 1-13.
https://doi.org/10.33093/ijoras.2023.5.2.1

https://doi.org/10.2139/ssrn.4157631
https://doi.org/10.4018/978-1-6684-5250-9.ch004
https://doi.org/10.17577/IJERTV9IS050861
https://doi.org/10.33093/ijoras.2023.5.2.1

