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 ABSTRACT 

 
Sign language is the main form of communication used by deaf people. Most of their 
activities like speaking and learning involved sign language. In Malaysia, instead of a 
deaf person, only a few people know sign language because it's not part of the co-
curriculum. Hence, normal people need to know sign language so that they can 
communicate with deaf people effectively. However, learning sign language requires a 
lot of effort and takes years of study. Therefore, this research tends to initiate the sign 
language image detection system that utilizes the deep learning model. The initial 
effort involves the development of an image detection system that can identify the 
alphabet of sign language from A to Z. There will be 26 alphabets that contribute to 26 
classes of image detection using the Convolutional Neural Network. 85 images will be 
collected for each alphabet and the total data will be distributed into 80% and 20% for 
training and testing the CNN model, respectively. The result showed that the proposed 
system produced more than 95% detection accuracy of the alphabet based on finger 
sign gestures. For future works, the proposed system will be evaluated with a more 
complex dataset in terms of words. 
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1. Introduction 
 

Sign Language (SL) is the only way of communication for deaf people when verbal communication 
is impossible for them. SL employs visuals to communicate through body gestures, particularly of the 
hands and arms [1]. Sign language will be used to communicate with or among handicapped people 
since they have no other means of communication [2,3]. To become fluent in sign language normally 
takes several years of consistent study and practice. Only a small percentage of Malaysians can utilize 
sign language because it was not included in the standard curriculum. Sign language is essential for 
parents of deaf children who need to learn to converse with their children. According to the former 
Health Minister, there were 40,743 registered hearing-impaired people in Malaysia as of December 
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2021 [4]. Hence, providing an effective communication platform for sign language is important to 
promote better communication between normal and disabled persons. 

Learning sign language may help to increase the brain's talents and thinking, as well as 
memorizing capacity, creativity, and communication skills. The benefits of learning sign language are 
similar to those of learning a second language. Learning any language, whether signed or spoken, is 
extremely beneficial to the brain. The world today has several hundred different varieties of sign 
language; Malaysia also has its sign language [5]. Malaysian Sign Language (BIM) is used by the 
majority of the deaf people in this nation, as illustrated in Figure 1. It is an official language that the 
government has approved for usage in community and education. The government does not leave 
the deaf people by broadcasting a BIM interpreter in sign language. 
 

 
Fig. 1. Malaysian sign language (BIM) 

 
Much research has been conducted in recent years to solve the challenge of sign language 

recognition. However, there is no perfect answer to the problem in today's society. This challenge 
has been handled in two ways: through contact-based systems such as sensor gloves or through 
vision-based systems that simply employ cameras [6,7]. As a result, the introduction of deep learning, 
which is significantly less expensive and more user-friendly, influences other researcher specialists 
to believe that the problem of sign language identification will be entirely addressed [8-11]. Deep 
learning is an algorithm that mimics how people learn. Sign language recognition may be 
accomplished by utilizing deep learning methods in picture classification, object identification, and 
natural language processing [11-16]. 

Convolutional Neural Networks (CNN) is the common deep learning model that has been used in 
image detection analysis and has been proven to be effective in object detection. Based on García-
Aguilar et al., [17] the CNN model can be used in online and real-time analysis which is an important 
element in developing real-time detection of sign language [17-21]. Hence, CNN will be used as a 
prediction model for sign language images. 

This project focuses on image detection of sign language to help normal people understand sign 
language by using the system of deep learning embedded in web-based. The scope of this project is 
detecting the sign language alphabet A to Z only, collecting images from surrounding people, using 
Python and TensorFlow platforms, and finally implementing the model web-based. The rest of the 
paper is organized as follows:  
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i. Section 2 gives a brief overview of the Convolutional Neural Network.  
ii. Section 3 provides a discussion of data collection and data preparation.   

iii. Section 4 discusses the proposed methodology of alphabet sign detection based on the 
CNN model.  

iv. Section 5 evaluates the proposed framework and analyses experiment results.  
v. Section 6 concludes the paper. 

 
2. The Proposed Model with Convolutional Neural Network (CNN) 

 
The proposed model required the development of a CNN model with TensorFlow, and dataset 

acquisition to collect real-world data and then implement it on the web. This project aims to 
construct a Convolutional Neural Network (CNN) model with above 90% accuracy using TensorFlow 
API for web-based use. The training and testing procedure of the CNN model is shown in Figure 2 and 
this study is limited to the alphabet sign language. 

 

 
Fig. 2. The training and testing procedure of the 
CNN model 

 
2.1 Convolutional Neural Network (CNN) 

 
A Convolutional Neural Network (CNN) is a kind of deep neural network that has been mainly 

designed for 2D images. Due to its convolutional function, it is superior in image detection compared 
to the artificial neural network. The convolutional layer is a specific type of layer that can extract 
complex features from the input data.  
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During the training phase, the CNN network will learn the pattern between the input and the 
output using the backpropagation algorithm. The prediction data will then be compared with the 
label data in which the difference between the label and the predicted value is called the prediction 
error as defined in Eq. (3). The training aims to reduce this error by reducing the prediction value. 
According to Eq. (1) and Eq. (2), the prediction value yt is affected by parameter values called weight 
and bias. Therefore, these parameters will be tuned to reduce the prediction value yt. Table 1 
represents the size of the input image and the hyperparameter of the CNN model. In this research, 
the image size and weight regularizer will be changed to study the behaviour of the CNN model 
toward sign language images. 
 
ℎ𝑡 = 𝑓(𝑤𝑥 + 𝑏ℎ)                                                                                                                                    (1) 
 

𝑦𝑡 = 𝑓(𝑤ℎ𝑡 + 𝑏𝑦)                                                                                                                                   (2) 

 
𝐸𝑡 =  (𝑑𝑡 − 𝑦𝑡)2                                                                                                                                      (3) 

 
Table 1 
The size of the input image and the hyperparameter of the CNN model 
 First analysis Second analysis 

Height x width of the image 320x320 640x640 320x320 
Weight regularizer 1x10-4 1x10-4 1x10-7 
Minimum depth 16 
Batch size 4 
Learning rate 0.08 
Momentum 0.9 

 
3. Data Collection and Data Preparation 

 

The data was collected with self-captured of the own images. For the self-captured images, the 
background of the data is varied to ensure the diversity of the datasets to improve detection 
accuracy. 85 images were collected from self-captured and online for each alphabet. The total 
dataset for all alphabet signs is 2,210 with varying backgrounds, angles, lighting, and individuals. 
Figure 3 shows the whole dataset acquired with self-captured images. In developing the CNN models, 
the dataset was divided into an 80% training set and a 20% testing set. 
 

 
Fig. 3. Training result of the CNN model on 
320x320 and 640x640 images 
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4. Result and Discussion 
 
The 2,210-image dataset was split into 80% and 20% for training and testing. During image 

processing, a 640x480 image was captured. The images were resized and it was transformed into a 
greyscale image to reduce the CNN's model computation time. It is known that working with RGB 
images is computationally intensive. According to Figure 4, the detection did not require a colour 
image since the important features of the sign language can be examined via the line and shape of 
the hand gesture. The training is complete and tested on the desktop before being implemented on 
the web. The precision and loss will be used to measure the performance of the CNN model. Based 
on the precision and loss graph, the model behaviour can be determined as either overfitting, good 
fit, or underfitting. If the graph displays poor performance, an adjustment needs to be made in terms 
of hyperparameter tuning and the size of the dataset. The common hyperparameter that needs to 
be tuned is the weight regularizer which this hyperparameter will help to control the weight 
connection in the CNN network. During the CNN model development, the image position, angle, 
lightning, and density of the dataset to generalize training and avoid overfitting. There are two 
analyses involved where the image size and weight regularizer were changed. 

 

 
Fig. 4. Comparison of testing performance between model A 
and model B 

 
4.1 CNN Results with Different Weight Regularizer Value 

 
For the second analysis, the model was trained with 320x320 images, and the weight 

regularization in the CNN model was changed to 1x10-7. Results from Figure 5 proved that the 
performance of this model is better than the previous model (Figure 3) since the loss regularization 
shows a decrement trend. The smaller weight regularization between nodes enables the model to 
avoid overfitting.  

Model A  

(Detection/Precision) 

Model B  

(Detection/Precision) 
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Fig. 5. Training result of the CNN model on 
320x320 and 640x640 images 

 

Hence, the CNN model with lower weight regularization is chosen as the final model since it 
performed well in detecting all the sign language alphabets which achieved this project objective. 
Even though the model was trained with greyscale images, it still can be tested with RGB images and 
produced an accurate prediction as shown in Figure 6. 

 

 
Fig. 6. Testing performance of model A 
with 1x10-4 weight regularizer value 

 
4.2 Implementation in Local Web Host System 

 
The CNN model with tuned weight regularizer will be converted to JavaScript for Web-based 

application. JavaScript was utilized to construct a dynamic, interactive model for IBM Cloud. IBM 
Cloud is a portable application and data platform for AI, hybrid multi-cloud platforms, and advanced 
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data. The trained CNN model from the TensorFlow model was transferred to TensorFlow.js. 
TensorFlow.js. TensorFlow.js is a JavaScript machine-learning library that makes machine-learning 
models web-browser-friendly. The conversion worked in the browser is shown in Figure 7 and Figure 
8. It correctly identified all sign language alphabet classes. Above 80 to 90% of classes were accurately 
detected. However, after converting to a web-based application the detection speed is slower. 

 

 
Fig. 7. Detection result in web-based application 

 

 
Fig. 8. Web-based application 

 
5. Conclusion 

 
The project proposed the detection of Malaysian sign language using the CNN model and 

transforming it into a web-based application. This research concludes that the CNN model's 
overfitting, underfitting, or optimal status may be determined by its loss function graph. Adjusting 
the dataset size, number of training iterations, weight regularisation, and input image size can affect 
the CNN model's performance. The weight regularisation tuning can improve the model's recall and 
precision. The proposed model produced a good detection of the alphabet sign. The project will be 
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further conducted towards the words of the sign language instead of the alphabet and the system 
will be developed as a smartphone application. 
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