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  ABSTRACT 

  

 

 

Despite the availability of vaccines and the emergence of new variants, the COVID-19 
pandemic persists. Relying solely on temperature checks and hand sanitizers falls short 
of preventing virus transmission in public spaces. The World Health Organization 
recommends mask usage to counter the problems in public areas. However, some 
individuals neglect to wear masks, heightening the risk of COVID-19 transmission. 
Manually monitoring mask adherence, particularly in public places, presents 
challenges. Thus, this study aims to employ three neural network models - 
MobileNetV2, VGG16, and ResNet50V2 - to detect mask usage in images and real-time 
videos. After analysing factors such as classification results, training plots, and 
detection on images, MobileNetV2 emerges as the optimal model for real-time video 
mask detection by utilizing the deep learning model. The study encompasses training 
and applying the trained model to real-time face mask detection. The primary objective 
is to evaluate models' real-time mask detection performance, fostering awareness and 
enforcing safety measures against virus spread. The automated approach (SwiftMask) 
remains pragmatic, unaffected by human emotions, safeguarding individuals, families, 
and communities.  
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1. Introduction 
 

Following the successful development and distribution of COVID-19 vaccines, a substantial 
portion of the global population has received vaccination. Consequently, public venues such as 
shopping malls, parks, airports, and schools have reopened, attracting a significant influx of visitors. 
As [1] indicates, face-to-face interaction was prohibited due to the infectious nature of the virus. This 
unprecedented event, unparalleled in the past decade except during the SARS period, has created 
significant uncertainty and challenges especially in education. 

 
* Corresponding author. 
E-mail address: salmahf@ums.edu.my 
 
https://doi.org/10.37934/araset.60.1.239252 



Journal of Advanced Research in Applied Sciences and Engineering Technology 

Volume 60, Issue 1 (2026) 239-252 

240 
 

Therefore, the World Health Organization (WHO) emphasizes preventive measures, including 
regular handwashing with soap or sanitizer, maintaining a safe distance of two meters from 
individuals with fever or cough, and the crucial act of wearing masks and monitoring body 
temperature as signs of illness. 

The method of detecting face masks enables us to determine whether an individual is wearing a 
mask, as mentioned in [2]. The face mask detection technique facilitates individuals' identification of 
mask usage. By utilizing cameras and analytical tools, the face mask detection technology swiftly 
identifies whether an individual is wearing a mask, resembling the process of recognizing objects in 
a specific environment. Numerous systems for detecting objects have been introduced, with a 
notable application of deep learning methods, especially within medical fields. Concerning computer 
vision, a deep learning algorithm autonomously learns fundamental representations from an initial 
image. Then, it constructs further models based on these fundamentals, repeating the process for 
higher levels, as outlined in [3]. Deep learning algorithms excel at complex tasks such as recognizing 
speech and handwritten characters, effectively acquiring knowledge and categorizing data 
representations. This method extracts both basic and advanced features to ensure precise 
classification. Deep learning algorithms derive representations from raw images in computer vision, 
progressively refining these representations for improved accuracy. Recent successes in object 
recognition underline the potential of deep learning architectures, which can be harnessed for mask 
detection on human faces. 

Consequently, the author proposes developing a high-performance face mask detection model 
applicable to images and videos. This study involves conducting experiments using convolution 
neural network (CNN) architectures like MobileNetV2, VGG16, and ResNet50V2. As stated in [4], 
utilizing the CNN model, the face mask recognition system employs a dataset comprising various 
facial images with and without masks. Comprehensive experiments and performance assessments 
are undertaken on the datasets to compare and choose the most precise model for real-time mask 
detection. 

This study makes several significant contributions to the field of face mask detection. In addition 
to presenting real-time face mask detection results, we performed a t-test to compare MobileNetV2 
with VGG16 and ResNet50V2, offering a statistical comparison of their performance. Furthermore, 
we evaluated the performance of these algorithms on static images, introducing a novel aspect that 
distinguishes our research. Our study bridges the gap between practical application and theoretical 
evaluation by combining real-time detection with detailed algorithmic analysis. 

This paper is structured as follows: Section 2 explores previous research efforts by various 
authors, highlighting diverse methods and their findings. Section 3 details the study's methodology, 
while Section 4 presents an overview of the evaluation results and discussion. Finally, Section 5 
concludes the paper. 

 
2. Related Works  

 
Despite the widespread vaccinations, there has been a notable increase in COVID-19 cases. 

Respiratory particles from someone close to someone infected can be transmitted to others in 
various ways, as referenced in [5]. As described by Kek et al., [6], tiny pathogenic particles are 
responsible for airborne infections, which can remain suspended in the air and be transmitted over 
long distances, ultimately ending up inhaled by susceptible individuals. According to [7], researchers 
have conducted extensive experimental and computational studies to deepen our understanding of 
the virus's behaviour and mechanisms of action. The solution proposed by Winata et al., [8] involves 
implementing child respirators equipped with bamboo-based activated carbon filters to address 
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health protocol enforcement among children. In the past, doctors frequently utilized the nebulizer 
machine to treat respiratory pneumonia diseases. However, its usage is not recommended during 
COVID-19 due to the heightened risk of virus transmission, as in reference [9]. 

Numerous deep learning models and algorithms have been developed to recognize faces and 
extract facial features, even when parts are hidden, like teeth. Therefore, as a fundamental step for 
non-metric cameras, camera calibration plays a vital role in photogrammetry. It is essential to 
calibrate every instrument intended for observation to ensure the utmost accuracy of data, as 
recommended by Amran et al., [10]. Deep Learning, mentioned in [11], is a subset of Machine 
Learning that uses algorithms inspired by the brain's workings. It relies on layers of neural networks 
to turn input into helpful output, as explained in [12]. Table 1 summarizes and compares various 
studies, showing what problems they tackle, methods, and data accuracy. Furthermore, Lad et al., 
[13] compared three models, Sequential CNN, VGG16, and MobileNetV2, to see which is best for face 
mask recognition. They looked at factors like accuracy, training time, and training accuracy/loss plot 
to decide. MobileNetV2 performed the best, achieving the highest accuracy of 99.2%. The findings 
from [14] indicate that a sequential approach is optimal for a straightforward and linear architecture. 
Therefore, opting for the sequential API in advance is advisable, as it yields a model that balances 
accuracy and loss.  

Furthermore, in [15], transfer learning methods were applied using VGG16 and MobileNetV2 for 
facial feature extraction and identity classification, resulting in an overall accuracy of 95.4%, with 
MobileNetV2 surpassing VGG16. Additionally, as per Table 1 [16], MobileNetV2, MTCNN (Multi-Task 
Cascaded Convolutional Neural Networks), and DNN (Deep Neural Network) models were utilized for 
face mask detection through transfer learning, achieving an impressive overall accuracy of 98.4%, 
with MobileNetV2 demonstrating superior performance. 

In Table 1, most other researchers typically compared models like VGG16 with MobileNetV2 or 
combined CNN with VGG16 and MobileNetV2 for face mask detection. However, our project took a 
distinctive approach by introducing ResNet50V2 into the mix. ResNet50V2 has yet to be compared 
with popular models like MobileNetV2 and VGG16 in prior studies, making our approach unique. 
Moreover, in contrast to the work of Faisal et al., [15], which employed transfer learning for facial 
feature extraction and classification, this study implemented a deep learning approach utilizing 
convolutional neural network (CNN) models—MobileNetV2, VGG16, and ResNet50V2—specifically 
for real-time face mask detection. The proposed solution represents a deviation from the approach 
in [15], as we prioritized algorithmic accuracy and conducted comprehensive testing of these models 
in real-time face mask detection scenarios.  

Moreover, our study delves deeper in contrast to other researchers who concentrated exclusively 
on real-time face mask detection. Aside from delivering real-time face mask detection outcomes, we 
also furnish the training durations for each of the three algorithms. Furthermore, we performed a t-
test to compare MobileNetV2 with VGG16 and ResNet50V2. Additionally, we assessed the efficacy 
of these algorithms on static images, representing a distinctive approach from other researchers. 

Remarkably, the presented project achieved a superior accuracy of 99%, exceeding the results 
obtained by both Faisal et al., [15] and Sowmya et al., [16]. This study employs deep learning 
algorithms for face mask detection, utilizing TensorFlow/Keras and OpenCV to train CNN models. 
TensorFlow is a powerful software library that facilitates machine learning predictions and 
mathematical calculations using data flow graphs [17]. On the other hand, Keras simplifies the 
creation of high-level neural networks with Python, making it accessible for developers to experiment 
with various ideas [18]. OpenCV, as an open-source library, aids developers in tasks like image 
analysis and offers valuable tools and learning resources [19]. 
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Our approach introduces four evaluation metrics, including accuracy, precision, recall, and f1-
score, to assess the effectiveness of the CNN model. Furthermore, we appraise these models using 
static images and conduct a t-test before finalizing the model for real-time face mask detection. This 
methodology sets our research apart from the three existing systems, enabling us to identify the 
most effective model for the subsequent phase of real-time evaluation. 

 
  Table 1 
  Literature review of the existing studies 

Source Focused 
problem 

Method Accuracy Result 

Lad et al., 
[13] 

Real-time face 
mask detection 

Sequential CNN, VGG-16 and 
MobileNetV2 

99.2% Accuracy, Training time and 
training accuracy or loss plot, 
real-time face mask detection 

Faisal et al.,  
[15] 

Face Mask 
Detection 

VGG16 and MobileNetV2 95.4% Accuracy with training accuracy 
or loss plot. 

Sowmya et 
al., [16] 

Identify 
Recognition 
with Mask 

MobileNetV2, MTCNN (Multi-Task 
Cascaded Convolutional Neural 
Networks), and DNN (Deep Neural 
Network 

98.4%  
Accuracy, training accuracy or 
loss plot and real-time face mask 
detection. 

The 
proposed 
project 

Real-time face 
mask detection 

MobileNetV2, VGG16 and 
ResNet50V2 
 

99% Accuracy, Training time, training 
accuracy or loss plot, static 
images, t-test and real-time face 
mask detection. 

 
3. Methodology  

 
CNNs, abbreviated as Convolutional Neural Networks, are crucial in recognizing and categorizing 

images based on their acquired features. The construction of face mask detection systems 
encompasses two phases that integrate computer vision and deep learning techniques facilitated by 
Python, OpenCV, and TensorFlow/Keras, as depicted in Figure 1. 

 

 
Fig. 1. Phases for building a face mask detection 



Journal of Advanced Research in Applied Sciences and Engineering Technology 

Volume 60, Issue 1 (2026) 239-252 

243 
 

3.1 Phase 1: Train Phase 
3.1.1 Datasets 

 
To collect data for face mask detection, we intend to utilize open sources in the proposed study. 

These sources may include freely available images and datasets accessible on GitHub, involving three 
distinct datasets. Selecting an appropriate and accurate dataset is paramount to ensure precise 
outputs and minimize potential errors, thereby preventing biased results. A more extensive collection 
of images contributes to enhanced accuracy. These open sources will encompass images depicting 
individuals both with and without masks. It is worth noting that the dataset used for image 
classification or training will remain consistent across all three models. Table 2 shows the dataset 
specifications of the proposed study. 

 
  Table 2 
  Dataset Specification 
Source Data with_mask Data without_mask Number of Data File Type 

Deb [29] 2,165 1,930 4,095 *jpg & *png 

 
3.1.2 Data preprocessing 

 
To build a highly accurate model, starting with a clean and error-free dataset is crucial. This study 

manually removes duplicates and mistakes to ensure the images are processed and in good 
condition. Dataset images can have problems like errors, copies, and noise, especially when collected 
from various open sources [20]. The model's input consists of these pre-processed images. The first 
step is ensuring all photos are the same size (224 x 224) because deep learning models can only work 
with arrays. This study used Python to convert the images into collections, as this step is essential. 
Next, the authors divided some of the dataset images into two groups: one for training and one for 
testing. Then, we applied various transformations like shifting, zooming, rotating, or changing the 
image's orientation. The process creates different styles of the same idea. The function generates 
these transformed images and tests them as a batch of data, effectively creating more images by 
altering some original image properties. 

 
3.1.3 Image classification 

 
Image classification is the final crucial stage in developing the face mask detection system. At this 

stage, researchers train deep learning models using labelled images or datasets to detect, recognize, 
and classify these images based on visual patterns. This study leveraged an open-source solution 
from TensorFlow and employed OpenCV and Python. The comprehensive approach encompasses the 
utilization of three CNN models. 

 
i. MobileNetV2: In Experiment 1, the author used the Mobilenetv2 package from 

TensorFlow to prepare datasets containing images with and without masks for use with 
the Mobilenetv2 architecture. MobilenetV2, as described in [21], is a model already 
trained on a large dataset. The developers do not have to create and train a neural 
network from the ground up, saving them valuable development time. As indicated by 
Suresh et al., [22], the proposed solution employs MobileNet as the foundational 
architecture and utilizes TensorFlow for model training, resulting in commendable 
performance in terms of accuracy, precision, recall, and F1-score. This approach 
demonstrates the effectiveness of leveraging pre-trained models for face mask detection. 
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ii. VGG16: In Experiment 2, the study utilized the VGG16 package from TensorFlow to 
preprocess two datasets containing images with and without masks for compatibility with 
the VGG16 architecture. The VGG16 model, introduced by Simonyan et al.,  [23], operates 
as a convolutional neural network. The numerical value "16" within VGG16 denotes the 
total number of layers within the network, comprising thirteen convolutional layers, five 
Max Pooling layers, and three Dense layers, summing up to 21 layers in the architecture 
[24]. However, it's crucial to note that the network comprises only sixteen weight layers, 
simplifying the parameter learning process. 

iii. ResNet50V2: In Experiment 3, the author employed the ResNet50V2 package from 
TensorFlow to preprocess datasets containing images with and without masks for 
compatibility with the ResNet_V2 architecture. The ResNet50 network represents a 
specialized neural network, distinguished by its greater depth than more common ResNet 
models. With a total of 48 layers, each layer contains various types of neurons, 
complemented by both MaxPool and Average Pool layers. Notably, the ResNet50V2 
network surpasses the original ResNet50 and the newer ResNet101 networks' ability to 
recognize image patterns [25]. 

 
3.1.4 Apply the trained model face masks on static image 

 
The three trained models evaluate the performance using static images, examining whether 

individuals in the images are wearing masks or not. Subsequently, the models will proceed to detect 
face masks in these images. 

 
3.2 Phase 2: Apply the Trained Model on Real-Time Face Mask Detection 

 
The selected model will be used with a webcam for real-time testing to detect whether individuals 

are wearing masks. 
 

4. Results and Discussion 
 
This section presents the results of evaluating three models with four assessment metrics: 

accuracy, precision, recall, and f1-score. The paper proceeds to discuss the performance of the three 
trained models in detecting face masks in static images. It then identifies the most effective real-time 
face mask detection model based on accuracy and performance in static images. 

 
4.1 Classification Report for the Three Models Used 

 
Figure 2, Figure 3 and Figure 4 shows the classification report for the MobileNetV2, VGG16, and 

ResNet50V2. 
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Fig. 2. Classification report for MobileNetV2 

 

 

 

 

Fig. 3. Classification report for VGG16  Fig. 4. Classification report for ResNet50V2 

 
The MobileNetV2 network, originating from research [26], employs a unique neural network 

architecture, introducing two key features: linear bottlenecks and shortcut links between these 
bottlenecks [27]. Regarding precision, MobileNetV2 achieves 98% for with_mask and 99% for 
without_mask (Table 3). The recall rates are 100% for with_mask and 98% for without_mask, while 
the f1-scores reach 99% for both with_mask and without_mask. The accuracy is 99%, with 99 correct 
predictions out of 100 examples. 

On the other hand, the VGG16 method yields 92% precision for with_mask and 93% for 
without_mask. In recall, with_mask scores 94%, while without_mask reaches 91%. The f1-scores are 
93% for with_mask and 92% for without_mask. The accuracy rate is 92%, indicating 92% correct 
predictions based on the classification report. 

Lastly, ResNet50V2 demonstrates outstanding precision results of 99% for both with_mask and 
without_mask, accompanied by recall rates of 100% for with_mask and 99% for without_mask. The 
f1-scores for both with_mask and without_mask also reach 99%. Notably, the accuracy is 99%, 
mirroring MobileNetV2's performance with 99 correct predictions from 100 total examples.  

 
Table 3 
Summary of classification results of each model 
Method Accuracy  avgPrecision avgRecall avgF1-score 

MobileNetV2 99% 98.5% 99% 99% 
VGG16 92% 92.5% 92.5% 92.5% 
ResNet50V2 99% 99% 99.5% 99% 

 
Analysing the classification results, both MobileNetV2 and ResNet50V2 achieved an accuracy of 

99%, while VGG16 scored 92%. According to Shafiq et al., [28], the efficiency of ResNet50V2 exceeds 
that of VGG19, attributable to its 19.6 billion floating-point operations per second (FLOPS). However, 



Journal of Advanced Research in Applied Sciences and Engineering Technology 

Volume 60, Issue 1 (2026) 239-252 

246 
 

based solely on accuracy results, which model to select for the next phase needs to be determined. 
The study must examine the training curve plot to make a decision. This analysis will help determine 
whether MobileNetV2 and ResNet50V2 exhibit an excellent fit plot, underfitting, or overfitting. This 
assessment is crucial in selecting the model for real-time video deployment. 

 
4.2 Accuracy/Loss Plot for the Three Models Used 

 
Figure 5, Figure 6 and Figure 7 depict the training and loss curves of the models, showing the loss 

on the training and validation datasets across training epochs. Figure 5 illustrates that over 20 epochs, 
MobileNetV2 achieved a training loss of 3.89% and an accuracy of 98.77%, while VGG16 attained a 
training loss of 5.30% and an accuracy of 98.18%. ResNet50V2 outperformed them with a training 
loss of 2.89% and an accuracy of 99.54%. For a comprehensive summary of training metrics, please 
refer to Table 4, which includes training loss, accuracy, val_loss, and val_acc for all three methods. 
 

 
Fig. 5. Training Loss and Accuracy plot for MobileNetV2 

 

 

 

 
Fig. 6. Training Loss and Accuracy plot for 
VGG16 

 Fig. 7. Training Loss and Accuracy plot for 
ResNet50V2 

 
Examining the plots for training loss and accuracy indicates that the plot for MobileNetV2 

demonstrates an excellent fit. In Figure 5, the training and validation loss consistently decreases and 
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stabilizes at a specific point, suggesting that the model is well-balanced and does not suffer from 
overfitting or underfitting. 

Conversely, in the case of ResNet50V2, the plot exhibits signs of overfitting. Figure 7 
demonstrates that the validation loss surpasses the training loss, implying that the model struggles 
to generalize with new data. Although it performs well with the training data, it falters when 
confronted with new data in the validation set. Consequently, this study selects MobileNetV2 as the 
preferred option for real-time video face mask detection due to its well-fitting loss and accuracy plot 
compared to the overfitting observed in the ResNet50V2 plot. This distinction renders it the more 
suitable choice for mask detection. 

The training loss, indicated as train_loss in Table 4, depicts the error on the training dataset. On 
the other hand, the validation loss, or val_loss, represents the error observed when the validation 
dataset is processed through the trained network. As explained in [30], the train_acc, or training 
accuracy, reflects the model's accuracy on the examples it was initially built upon. In contrast, val_acc 
measures the quality of the model's predictions on new data. 
 

Table 4 
Training loss and accuracy results 
Method Train_loss Train_acc Val_loss Val_acc 

MobileNetV2 0.0389 0.9877 0.0385 0.9878 
VGG16 0.0530 0.9818 0.2693 0.9231 
ResNet50V2 0.0289 0.9954 0.0959 0.9902 

 
Table 5 reveals that the training time for MobileNetV2 on the classification dataset is notably 

faster than VGG16 and ResNet50V2. MobileNetV2 achieved this task in just 28 minutes and 47 
seconds, in stark contrast to VGG16's 4 hours and 38 seconds and ResNet50V2's 1 hour, 27 minutes, 
and 11 seconds. These results indicate that MobileNetV2 is the optimal choice, particularly for 
efficiently handling image classification tasks involving substantial datasets like the author's 4,095-
image dataset. Consequently, MobileNetV2 emerges as the ideal algorithm for the subsequent 
phase, which involves real-time face mask detection. 

 
Table 5 
Training Time of Pre-trained Methods Used 
Method  Training Time 

MobileNetV2 00 hours:28 minutes:47 seconds 
VGG16 04 hours:00 minutes:38 seconds 
ResNet50V2 01 hours:27 minutes:11 seconds 

 
4.3 Detection on Static Image for the Three Models 

 
Considering the classification results, training loss/accuracy plots, training time, and static image 

detection, MobileNetV2 is the top choice for the next phase—real-time video face mask detection. 
Although ResNet50V2 shows promise with static images, its potential overfitting makes it less 
suitable for mask detection, whereas MobileNetV2 fits optimally. Notably, ResNet50V2 
demonstrates the second-longest training time, whereas MobileNetV2 is the quickest. 
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4.4 Compute Differences using T-Test 
 
MobileNetV2 outperforms VGG16 and ResNet50V2 in classifying face mask detection datasets in 

this project. Therefore, the study conducted a t-test to determine if a significant difference existed 
between MobileNetV2 and VGG16 and between MobileNetV2 and ResNet50V2. 

The Table 6 shows the results of five accuracy tests from each of the three algorithms. 
 

Table 6 
Accuracy tests 
Test MobileNetV2  VGG16 ResNet50V2 

1 98.77 98.18 99.54 
2 98.71 97.93 99.41 
3 98.92 97.87 99.41 
4 98.83 97.84 99.57 
5 98.67 98.15 99.60 

 
MobileNetV2 achieved accuracy results of 98.77, 98.71, 98.92, 98.83, and 98.67 in five tests, while 

VGG16 scored 98.18, 97.93, 97.87, 97.84, and 98.15. ResNet50V2 consistently performed well with 
accuracy results of 99.54, 99.41, 99.41, 99.57, and 99.60 in the same tests. Table 7 presents the 
results of the t-test conducted between MobileNetV2 and VGG16, as well as between MobileNetV2 
and ResNet50V2. 

 
  Table 7 
  T-test Results 

Test MobileNetV2  VGG16 ResNet50V2 

t-statistic 9.3505 -12.1236 t-statistic 
p-value 0.000013981  0.0000019827  p-value 

 
The t-statistics for MobileNetV2 compared to VGG16 is 9.3505, while when compared to 

ResNet50V2, it is -12.1236, as tabulated in Table 7. The p-value for MobileNetV2 with VGG16 is 
0.000013981, and with ResNet50V2, it is 0.0000019827. Therefore, since the p-value is < 0.05 in both 
cases, it indicates a significant difference between MobileNetV2 and VGG16 and ResNet50V2.  

This study can confidently reject the null hypothesis, signifying a clear distinction between the 
two algorithms: MobileNetV2 compared to VGG16 and MobileNetV2 compared to ResNet50V2. 
MobileNetV2 is the optimal choice for the next phase, which involves applying real-time video face 
mask detection. 

 
4.5 Real-Time Face Mask Wearing Detection 

 
i. Implementing the MobileNetV2 model in the OpenCV 

Input: Saved Model from MobileNetV2 
Output: During the real-time webcam-based face mask detection process, when an 
individual wears a mask, a green square is displayed alongside the predicted accuracy 
percentage for mask-wearing. In contrast, if the person is not wearing a mask, a red 
square, and the expected accuracy percentage for not wearing a mask are shown. 

 
ii. Process Description 

Step 1: The system reads the video frame by frame and resize it as necessary for 
processing.  
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Step 2:  It then invokes the preprocessing function.  
Step 3: Consequently, based on the input data, the system makes predictions about 
whether the person is wearing a mask or not.  
Step 4: Finally, it captures the results, including accuracy, using the webcam. 

 
In Figure 8, real-time face mask detection correctly predicts individuals wearing masks with 100% 

accuracy. Conversely, in Figure 9, the face mask detector accurately identifies individuals as not 
wearing masks, achieving a 100% accuracy rate. 

 

 

 

 
Fig. 8. Mask detected on one person  Fig. 9. No mask detected on one person 

 
From Figure 10, real-time face mask detection accurately predicts both individuals wearing and 

without masks, achieving a 100% accuracy rate. In Figure 11, the face mask detector correctly 
identifies the two individuals wearing masks, with a 100% accuracy result. 

 

 

 

 
Fig. 10. Detection of two persons (with mask and 
no mask) 

 Fig. 11. Detection of two persons (both with 
masks) 

 
5. Conclusions 

 
In conclusion, this study introduced and evaluated using MobileNetV2, VGG16, and ResNet50V2 

algorithms for static image and real-time face mask detection. The primary objective was to assess 
the effectiveness of deep learning in face mask detection. The study configured all three algorithms 
with identical architectures and hyperparameters. The study comprehensively covered dataset 
selection, data preprocessing, image classification, the utilization of pre-trained models, and the two-
phase training process for the face mask detector. The evaluation relied on a classification report that 
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included accuracy, precision, recall, and f1-score metrics. Among the algorithms, MobileNetV2 
exhibited superior performance, leading to its recommendation for mask detection. The real-time 
mask detection results were promising, achieving 100% accuracy in correctly identifying individuals 
with and without masks. The approach, although informative, might only partially encompass the 
complexities and variations that can arise in diverse real-world environments and scenarios. As such, 
further research considering a broader range of environmental factors could enhance the 
applicability and robustness of the proposed model.  For future research, diversifying the dataset to 
include various angles of people's faces will be crucial for improving the accuracy of face mask 
detection systems.  
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