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ABSTRACT

Various activities based on text data performed every day and in return it is producing
a huge volume of textual data in every second. As data grows very fast and handling
such type of voluminous data creates many challenges for data analysts and
stakeholders. Information retrieval from user actions, emotions, and sentiments helps
in the prediction of future growth and decisions. Extraction of Information from large
textual datasets containing sentiment polarities, expression, and concern is found
critical. To solve these issues, many approaches have been implemented by
practitioners such as processing of textual data, findings the trends based on surveys,
and interviews from the potential users. Most common preprocessing method
adopted for textual dataset is use of natural language processing (NLP). It comprises
of multiple steps such as tokenization, lemmatization, stemming, parts of speech
removal. The performance of information retrieval techniques plays an important role
in big data analytics and must be utilized properly at the time of implementation. In
this paper, we used two heterogeneous textual datasets to detect the polarities
(positive and negative) from daily emotional dialogs, daily actions and unique words
emotions of ACE2020 and Sarcasm datasets. Experiments were conducted on python
notebook for preprocessing and polarities detection. Results show that both positive
and negative emotions have a great effect on decision making. The performance of
NLP on detection of polarities from larger the datasets is promising with better
precision, recall, and accuracy score.
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1. Introduction

Big data is dealing huge and volumetric data which is produced by industries in unstructured
format. For fetching information and retrieving useful knowledge data need to be preprocessed
with NLP techniques and big data tools. Data generated by domains such as social media,
entertainment, sports, tourism, hospitality, and hoteling in textual format and in the application
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areas such as sentiment analysis, emotions, actions expressions and behaviors [1]. In addition, data
is mainly processed to fetch information from product, process, materialistic thing, or context [2].

The like and dislike polarities are classified in [3], such as positive, negative, smiley, laugh, love,
wint, frown, cry, elongated word like yummy, wow, which helps in prediction, decision making,
challenges and promotions. Information can be retrieved only be achieved by preprocessing the
textual data using NLP techniques such as tokenization, POS tagging, lemmatization, stemming and
stop words removal [4].

With the advancement in Artificial Intelligence, Machine Learning and Text Mining, the systems
are tending towards automatic and digitization without involvement of humans [5]. NLP algorithms
for large textual dataset was developed to measure the performance, complexity, and credibility of
computational power [6]. Many researchers proposed ideas related to emotion and sentiment but
there is no such comparison proposed for large heterogeneous datasets. In this paper, the
performance of NLP techniques on multi-class heterogeneous datasets is proposed to identify the
polarities and their effects on precision, recall and accuracy for large heterogeneous textual
datasets as well as on decision making.

For further understanding about polarities extraction from heterogeneous textual datasets this
paper is organized as follows: Section discusses on literature review on big data, information
retrieval, text preprocessing and performance measurement techniques for large textual datasets;
section 3 describe the experiments conducted on heterogeneous datasets, section 4 discusses the
results and performance measurement and in the last section the conclusion and future work are
briefly described.

2. Literature Review
2.1 Big Data

“Big Data” refers to data sets with sizes beyond the ability of commonly used software tools to
capture, curate, manage, and process data within a tolerable elapsed time. Various industries with
heterogeneous data are facing problems related to storing, managing, and analyzing of large
amount of data. Big Data plays an important role in retrieving useful information from the large
datasets with the help of advanced tools and algorithms [7, 8]. Nowadays, data produced in
formats such as structured, semi-structured and unstructured data from a multidimensional nature
of resources and applications that cannot be processed through simple tools. According to the IDC
report, by 2020 the size of data will reach about 44 zettabytes and unstructured data account for
95% of global data with an estimate of the compound annual growth rate of 65% [9].

Many definitions have been proposed for big data, in [10], “a new generation of technologies
and architectures, designed to economically extract value from very large volumes of a wide variety
of data, by enabling the high-velocity capture, discovery, and analysis”. In [11], Jacobs provided a
meta- definition of big data which refers to “data whose size forces us to look beyond the tried-
and-true methods that are prevalent at that time”. The authors in [12, 13] also adopted a generic
definition of big data which refers to “data that’s too big, too fast or too hard for existing tools to
process”. Wu et al., [14] proposed the HACE Theorem which defines big data as “large-volume,
heterogeneous, autonomous sources with distributed and decentralized control, and seeks to
explore complex and evolving relationships among data”.

In general, Big Data can be explained according to three V’s: Volume, Velocity and Variety [7]
Also, the characteristics of Big Data described in [10] are volume, variety, velocity, veracity, valence,
and value. Later on, in [15] 10V’s volume, variety, velocity, veracity, variability, viscosity, volatility,
viability, validity, and value their issues and challenges are highlighted in Table 1.
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Table 1
Big Data characteristics, issues and challenges [15]
BD characteristics Issues and challenges
Volume Data scale
Value Data usefulness in decisions
Variety Data heterogeneity, SSU
Velocity Data preprocessing
Veracity Data quality and accuracy
Viscosity Data complexity
Variability Data flow inconsistency
Volatility Data durability
Viability Data activeness
Validity Data properly understandable

Heterogeneous types of data formed in three types Structured, Semistructured and
Unstructured (SSU) [16, 17]. Structured data is organized data in a predefined format and stored in
tabular form whereas semi-structured data is a form of data which cannot be queried as it does not
have a proper structure which confers to any data model and unstructured data is heterogeneous
and variable in nature such as text, audio, video, and images. Due to heterogeneous data, it cannot
be processed with simple tools and techniques which creates the problem heterogeneity [18, 19] in
result, decision maker cannot make decision based on scattered data.

Big Data management was a challenging process, particularly when diverse data sources are
employed to collect information for strategic planning and decision-making was experienced by
[20]. Around 75% of enterprises use at least one kind of Big Data. In terms of data fusion complexity,
data storage, analytic tools, and governance deficiency, the Big Data management domain posed
new obstacles.

Moreover, according to authors in [21], the data are not only vast in size, but also in variety.
Data generated by operational, transactional, sales, and marketing departments. In addition, big
data includes a range of data kinds, such as texts, sounds, video, and images. This unorganized data
is growing faster than huge amounts of data and comprises 90 percent of all data. Therefore, new
types of processing skills are necessary for gaining data-driven insights that lead to improved
decision making. In addition, "Big Data" refers to the technique necessary to manage vast volumes
of data with the appropriate tools and techniques. Big Data is most accurately defined as datasets
whose properties exceed the computational resources of frequently used software and hardware in
a reasonable amount of time.

Big Data was concerned with how this data might be stored, processed, and analyzed so that
they could be used to predict the future course of action with a high degree of precision and
acceptable latency. The focus of marketers, insurance companies, and healthcare providers is on
delivering high-quality, cost-effective treatment to patients, respectively [19].

Despite significant advances in data processing, gathering, assessment, and algorithms related
to forecasting people's behavior, it was essential to understand the underpinning driving and
controlling aspects that can aid in the design of robust models capable of handling large amounts of
tweets and making accurate predictions from tweets [22].

Lee [23] also highlighted that utilizing Big Data Analytics along with its infrastructure for parallel
computing and blocking-like strategies, one may achieve high levels of productivity. Successful data
analytics needs access to semantically dense data that connects all relevant information for a
particular analytical task.
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The large dimensions and size of big data provide obstacles to its display. The primary objective
of data visualization is to effectively communicate knowledge via the use of diagrams; to facilitate
the flow of information to the user, hidden knowledge in complicated and large-scale datasets was
made apparent. Nevertheless, due to the vast quantity and high dimensions of big data, data
visualization in big data applications may be challenging to handle [24]. The studies demonstrate
the following issues that sectors face: predictive analysis, social media analytics, content-based
analytics, text analytics, audio analytics, and video analytics [25].

Textual data is produced by news, healthcare, education, sports, agriculture, Internet of Things
(IoT) industries in massive amount. To process and retrieve information from it is a challenging task
and to solve this issue latest tools and techniques are needed. Information can be in form of user
feedback, sentiment, emotions, dialogs, and raw data.

2.2 Information Retrieval

Textual data comprised of unstructured data and information retrieval is important procedure
to follow for fetching data from huge datasets. Information can be in many forms and varies
according to situation and type. Mainly, the domain which contains information are sentiments,
user feedback, news, dialogs, emotions, action, and expression. Sentiment analysis related
information can be fetched from social media where sentiment polarities are positive and negative
as well as type of data are textual, and image based [26].

Emotional recognition of location based on social networking where public wants to visit.
Decision made based on reviews or recommendation posted on social networks. The technique was
developed with NLP techniques, prediction algorithms for emotions and sentiments [27]. Fake news
detection is also an example of sentiment analysis and information retrieval when a fake news was
publishes in print and paper media about any popular personality. The emotion of public can be
predicted using proposed system. Normally news related to any person can be viral through social
media such as Twitter, Facebook, and Instagram but we get retweets of authorized person if it fake
or misinformation went viral [28]. Twitter is widely used social media network and trusted by public,
celebrity, politicians, and sport person. It contains very meaningful information especially emotions,
sentiments, or expressions, and the structure of tweet data contains some unwanted data which
need to removal before going to implement for information retrieval.

Contextual model developed for positive, negative, happy, anger, sad and neutral polarities in
multimodal formulation of data [29]. Affective computing is used in textual data to modify and
make system intelligent with respect to feelings, inferring, human expressions, actions, and
emotions. Sentiments and emotions are processed through different tools and techniques for
information retrieval [30]. Affective computing also helps textual data to retrieve information from
domains such as product reviews, tweets, opinion mining, mobile product reviews, and online hotel
reviews.

In addition to that, few domains were highlighted such as automated depression diagnosis,
suicide emotions, customer sentiment, irony, and sarcasm, hate speech, lie detection, stress
detection, cognitive assistants, affective intelligent tutoring systems as current domains where
information retrieval plays a vital role [31]. Sentiment analysis of twitter was predicted for checking
positive negative polarities [32]. Textual data-based emotions and similarity of movie content
detected. By using information retrieval from movie content and similarity of content can predicted
using multimodal approach [33].
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2.3 Text Preprocessing

Natural language (NL) is a way to communicate information among the users using the
protocols set. For text-based implementation of algorithms and information retrieval process,
Natural Language processing (NLP) is widely used in many applications and domains. In UML class
diagram, data extracted with the help of NLP techniques [34]. NLP is wide process and
implemented when large textual data contains unwanted data to make it in useful form. For data
processing with the help of NLP techniques such as stop words removal, stemming, lemmatization,
vectorization, parts of speech removal were implemented to make data in a form so that tweets be
classified into categorial format [35].

Lexical analysis of twitter data was compared in proposed model. Comparison between sent
wordnet and wordNet were taken place after the preprocessing techniques used for feature
extraction [4]. The twitter data has some standard format which contains unwanted data which
needs to be preprocessed before retrieving information. In data acquisition, data is preprocessed
with unigrams, parts of speech removal, negation, count of emoticon features such as smiley, laugh,
love, wint, frown, cry, count of elongated word yummy. Also contains length of capital letters,
ensemble learning and tokenization [3].

Health care data contains more useful data which is needed during the emergency as it deals
with matter of precious health. Healthcare practitioners needed useful information and to retrieve
this, it must process with latest tools and techniques of data processing. Basic techniques used here
were discussed. Also, it will help in prediction of the values for decision making, pattern discovery
and trend of genetic history [36].

In preprocessing, special characters and punctuations, stop words, and stemming were
performed. NLP techniques implemented for text Analytics [37]. In roman Urdu sentiment analysis,
the polarities containing dataset were preprocessed to get context of roman Urdu words
communicated between peoples. The preprocessing process was based on removal of noise,
punctuation, URL, space, newline, and spelling consistency [38].

Educational data contains information of student academic record, teacher’s assessment, and
research articles. Preprocessing performed to make data available in a form so that score related
information can be used [39].

In Bengali language preprocessing techniques were used to create forms from large textual
datasets [40]. Also, amazon product reviews were preprocessed with NLP techniques before
presented to managers to make decision based on the reviews given by the customer [41].

2.4 Performance Measurement of Heterogeneous Datasets

Performance assessment is used to check and validate the performance of tools, techniques,
algorithm, and model which have been went through different rounds of implementation, training,
and testing. It helps the managers and data analyst to check the credibility of inputs given an
output produced by assessing the computational power of it, the growth of advanced tools is
calculated and widely used for many applications and domain.

Performance evaluation of techniques and tools used for large textual file emphasize on
optimization level of computation power. These large datasets are treated in many ways and
featured with respect to performance. Normally the performance measuring techniques used in
[42-46] are precision, recall and accuracy. To analyze, the text document clustering the state of the
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art algorithm was used and the performance was measured through precision, recall and accuracy
[42].

Twitter data is used for emotion and sentiment analysis from user’s comments in text format.
For information retrieval data preprocessed through NLP techniques and supervised features
extraction tools. The output of extraction and time was evaluated using precision recall and
accuracy [43]. In large files of scene detection from textual data, there is combination of many
stages from data generation, preprocessing and implementation [44]. Also, many scenes lost from
the e-commerce if proper techniques are not implemented. To overcome this issue, a technique is
proposed to measure the performance of model. The outcome shows that the precision, recall, and
F-score were more than 78%. Accuracy, precision, recall and accuracy for online commerce data
were above 91% for Naïve base and 83% for SVM which is based on customer reviews [45].

Electronically medical record is composed of many modules and sub modules, for data
processing and text mining on huge volume of data needs time to fetch and present data. The
performance measure techniques help in training and test of scienceIE dataset which in result
shows variable values of precision recall and accuracy [46]. Also, the researchers in [48-52]
produces a quality result in the domain of machine learning and data science.

3. Methodology

In this section the methodology of polarities detection from large heterogeneous textual
datasets are described. Firstly, the detailed information about selected heterogeneous datasets are
discussed and then the detailed procedure of preprocessing and extraction process of polarities are
described.

3.1 Datasets

Two heterogeneous datasets in textual format used as input datasets, among them the ACE
2020 dataset is structured, Sarcasm headline dataset is semi-structured format. The ACE 2020
dataset is in XLS format which contains the information about the news from channels it was
produced and recorded and in that the purpose of the news is labelled as text-target. In text
samples label, the detailed information and content of news is stored. This data set comprises of
621 news of different categories as shown in Figure 1.

Fig. 1. ACE2020 dataset (sample)
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Sarcasm headline dataset is in JSON format which contains the information about the news
headline in semistructured format. This dataset comprises of 26709 lines and 75KB file size, as
shown in Figure 2.

Fig. 2. Sarcasm dataset (sample)
3.2. Experiments

Experiments were conducted on the input datasets i.e., ACE2020 and Sarcasm news. Firstly, the
textual data samples from the input datasets are pre-processed by adopting the NLP methods i.e.,
tokenization, stop words removal, stemming, lemmatization, parts of speech removal to make data
in a structured form as shown in Figure 3.

Fig. 3. Architectural diagram for polarities detection technique

For pre-processing of heterogeneous datasets different NLP steps are carried out with the help
of efficient methods. After converting large textual datasets into rows and in form of vectors, the
next steps were carried out to produce tokens for that punktsentenceTokenizer was used.
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Afterwards, the stops words using are removed using NLTK WordNet to prepare datasets for
identifying the stems and lemma of the emotions. For identifying stem, PorterStemmer method
was used. In addition to that, WordNetLemmatizer is used to extract the lemma of the words
identified in input datasets. Lastly, parts of speech tagging were performed.

After pre-processing the heterogeneous datasets, the positive and negative polarities are
extracted from the input datasets. It’s worth noting here that the Sarcasm dataset is in semi-
structured format, and it contains keys (headlines) and values (sarcastic or not). Positive polarity is
classified as not sarcastic headlines and negative polarity classified as sarcastic headlines.
Experiments are conducted to detect the polarities from daily dialogue action, daily dialogue
emotion and unique words classes of input datasets. The results of the input dataset’s classes are
presented in the following section.

4. Results

Information retrieval techniques had been used by many researchers for diverse problems and
data but for textual datasets having large number of sentiments, emotions, routine dialogs, and
unique words identification are left behind. Also, the performance measure of polarities included in
textual datasets needed to be measured for evaluation of computational cost.

In this study we selected two heterogeneous textual datasets containing sentiment polarities
from various sources of news to extract the polarities based on the classes (daily dialog emotion
detection, daily dialog action and Unique words). The textual dataset contains huge number of
unwanted data which includes parts of speech, prefix, suffix, URL, special words, and spaces which
needs to be removed from these datasets. For analysis of performance of NLP methods, various
measurement techniques such as precision, recall and accuracy are used.

Basically, two polarities positive and negative were selected to check the performance of
polarities. After adopting NLP steps such as, tokenization, stop words, stemming, lemmatization,
parts of speech removal the positive and negative polarities were detected. Information containing
sentences, further evaluated with true positive, true negative, false positive and false negative with
respect to threshold. The predicted and detection of sentences of both textual datasets presented
below.

Overall results are divided with threshold to make a section between positive and negative
polarities. The whole mechanism of selection of positive and negative value for TP, TN, FP, and FN
helps in measurement of performance assessment. After all process precision, recall and accuracy
are calculated among all values predicted as shown in Figures 4, 5, and 6.

To compare the existing techniques with proposed technique, a summary of performance of
existing technique is presented here. In [22], the accuracy of the proposed technique is 55.27 % on
Bengali tweets using LSTM. On the other hand, roman Urdu corpus was classified in [38] using KNN,
DT, RF and SVM for six classification and results shows that the highest accuracy among all was SVM
with 69%. Additionally, semantic, and linguistic based short answer technique was adopted in [39]
using LSTMmodel and the quadratic weighted Kappa on ASAP dataset was 0.76.

Similarly, other counterpart in [40] used supervised ML algorithms to classify the Benali
language and results shows that the accuracy of 99.5%. lastly, another study in [41] uses ML models
such as Naïve Bayes, KNN, Logistic Regression, Decision Tree and Random Forest and results shows
that the accuracy of random forest on Bag of words, TF-IDF and Word 2 Vec is better. But the
existing techniques [22 ,38-41] have many limitations based on their scope. All five techniques are
only focusing on homogeneous dataset only, the classes are very limited, and datasets contains
very less data. To overcome these issues, a technique is proposed which accepts heterogeneous
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datasets, classes of daily dialog emotion, action and unique words as well as focuses on positive
and negative polarities. The sample of data in both datasets are more than 29000. Detailed
performance of proposed technique is presented below.

The results show that the large textual data having more sentiment polarities perform well.
Performance measurement of daily dialog emotion detection on ACE2020 dataset such as precision
is about 70%, accuracy is 80% and recall 90% for positive polarity and for negative polarity accuracy
is 70%, precision is 60% and recall is 80%. Performance measurement on sarcasm dataset such as
precision is about 60%, accuracy is 70% and recall 80% for positive polarity and for negative polarity
accuracy is 60%, precision is 50% and recall is 70% as shown in Figure 4.

Fig. 4. Daily dialogue emotion detection

Performance measurement of daily dialog action detection on ACE2020 dataset such as
precision is about 90%, accuracy is 80% and recall 85% for positive polarity and for negative polarity
accuracy is 80%, precision is 70% and recall is 75%. Whereas performance measurement on
sarcasm dataset such as precision is about 85%, accuracy is 75% and recall 80% for positive polarity
and for negative polarity accuracy is 75%, precision is 65% and recall is 70% as shown in Figure 5.

Fig. 5. Daily dialogue action detection

Performance measurement of unique word detection on ACE2020 dataset such as precision is
about 85%, accuracy is 95% and recall 90% for positive polarity and for negative polarity accuracy is
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85%, precision is 75% and recall is 80%. Performance measurement of unique word detection on
sarcasm dataset such as precision is about 80%, accuracy is 90% and recall 85% for positive polarity
and for negative polarity accuracy is 80%, precision is 70% and recall is 75% as shown in Figure 6.

Fig. 6. Unique words detection

The comparison between the proposed technique and existing techniques [21,37-40] presents a
better understanding of NLP on different datasets and in different domains. The results indicate
that the proposed technique performs better than [21, 37-38, 40, 46]. The overall performance
shows data having many polarities will be more productive of using techniques of sentiments.

5. Conclusions

Large textual data contain meaningful information which helps in decision making, predictions,
reviews, and recommendation systems. Information retrievals have large number of categories
such as sentiment analysis, emotions, action, and dialogs. In this study sentiment polarities such as
positive and negative from the different classes such as daily emotional dialog, daily emotional
action and unique word detection were detected. The NLP preprocessing techniques such as
tokenization, stemming, and lemmatization were applied on large textual datasets i.e., ACE20202
and Sarcasm news for producing promising results. The promising results are produced for the
detection of positive and negative polarities from the input datasets. In future, this work will be
evaluated on other polarities and types of emotional and sentimental datasets.
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