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The oil and gas industry aims to optimize production, reduce costs, and increase 
efficiency. Predictive models have gained popularity as potential solutions in recent 
years. In predictive models, machine learning algorithms analyse oil and gas operations 
data and forecast future performance. This paper examines the current state of 
predictive modelling in the oil and gas industry with the objective to systematically 
review and analyse current research on the predictive modelling in the oil and gas 
industry. The paper begins by highlighting the sub-fields and datasets in the oil and gas 
industry that used recent machine learning methods for predictive modelling. 
Additionally, literature from the Scopus and Web of Science indexes was reviewed. This 
study assessed recent approaches for oil and gas industry in predictive applications for 
papers published up until December 2022. The findings identify several advantages and 
disadvantages that can be used as guidelines to effectively implement predictive 
modelling in the oil and gas industry. It includes challenges on the requirement for 
accurate and reliable data, the development of appropriate algorithms, and the 
integration of predictive models into existing workflows. In addition, the finding 
highlights the growing application of deep learning algorithms for various tasks as one 
of the major trends. From the analysis of the state-of-the-art in predictive techniques, 
it is necessary first to survey the landscape of existing predictive analytics approaches 
and their methods to employ in oil and gas prediction.  
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1. Introduction 
 

The oil and gas industry affects the global economy and significantly impacts national 
development. Therefore, the question of how to predict its production rate for subsequent predicting 
a country's plans by more realistic rules and values [1] by statistical analysis, machine learning, and 
data mining has gained increase in recent years. Prediction in the oil and gas industry in recent years 
with the use of oil and gas industry uses machine learning and data analytics to optimize offshore 
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and onshore processes. It includes pipeline exploration, drilling, and time-series production. The 
challenges initiated with traditional methods for forecasting the operational parameters are 
identified, and case studies are associated with performance optimization using predictive models 
[2]. Predictive methods are used to analyse and predict various factors, including reservoir 
performance, drilling efficiency, production rates, equipment failure, and environmental risks. For 
instance, predicting the long-term production performance and estimated ultimate recovery in 
unconventional wells has always been challenging [3,4]. In addition, monitoring is limited, and 
excursions may miss abnormal annulus pressure behaviour within the design envelope in wells.  

To overcome this event, a modelling workflow that combines novel deep learning techniques 
with statistical analysis to create online models that predict asset failures and alert on abnormal 
behaviour like abrupt pressure build-up in producer and water injection wells' A-Annulus. The model 
uses autoencoder architecture to learn wells' behaviour during regular operation and alerts when it 
detects abnormal behaviour [5]. Big data and analytics play a significant role in expediting asset 
management workflows within the oil and gas industry. Gas compression systems drive process flow 
and maintain asset uptime in many assets. Due to their complex assembly and high-speed moving 
parts, compression systems fail frequently. Thus, monitoring and predicting a compression system's 
operational status improves safety, reliability, and system downtime [6]. A reliable and accurate 
prediction model in the oil and gas industry would assist in business decision-making. Limited data 
and machine learning can improve maintenance, production, and asset efficiency [7,8]. Using 
predictive methods in oil and gas operations has several advantages, such as reducing costs, 
maximizing production, and minimizing environmental impact.  

Furthermore, predictive methods can help companies make informed decisions based on data-
driven insights. This significant review explores the recent advances in predictive methods in the oil 
and gas industry. Specifically, this review will focus on the comparative analysis of different predictive 
models and their effectiveness in the oil and gas industry. Furthermore, this review will highlight the 
challenges and limitations of using predictive methods. The research progress and the prospect of 
machine learning methods on corrosion prediction of oil and gas pipelines. Oil and gas pipeline 
systems transport oil and natural gas, and accurate corrosion prediction affects pipe material 
selection [25] and remaining functional life prediction [14]. Machine learning can improve corrosion 
prediction and control by overcoming mathematical model limitations. Another perspective is that 
avoiding gas and oil production requires hydrate formation. Several empirical models can predict 
hydrate formation but depend on system geometries and fluid characteristics [17].  

 
2. Material and Methods 

 
A systematic literature review (SLR) method was used to gather pertinent data and insights from 

various sources for this paper on predictive models in oil and gas. The SLR method entails thoroughly 
searching databases, journals, and other pertinent sources to find all relevant studies and 
publications on a specific topic. Existing research on applying predictive models in the oil and gas 
industry was found and analysed using the SLR method. To give a thorough overview of the state of 
predictive modelling in today's market, the research was examined for its applicability, quality, and 
contribution to the field. The SLR method is a strict and methodical approach that ensures all relevant 
research is found and examined. It is beneficial in fields such as oil and gas, where a large and 
constantly evolving body of research exists. Using the SLR method, this paper provided a thorough 
and reliable analysis of the current state of predictive modelling in the oil and gas industry. 

This paper provides a comprehensive review based on advanced searching related to predictive 
analytics in oil and gas. Advanced evaluation is one of the most critical discussions at the moment. 
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Thus, a systematic flow method was used in this work. A protocol or plan with clearly stated criteria 
before a review is referred to as a structured review [9], which is a method for strategically identifying 
patterns, trends, and critical evaluations [10]. The review technique comprised four steps for 
choosing numerous relevant papers for this study. This study used the Preferred Reporting Items for 
Systematic Reviews and Meta-Analyses (PRISMA) methodology [11]. It is a framework created to 
illustrate the flow of information during the various stages of a systematic review, as shown in Figure 
1. The first step in writing this comprehensive literature review was identifying research items that 
may be relevant to the research question. The total number of searched papers was then screened. 
The third step is the eligibility of each paper based on its abstract was evaluated. Finally, the scientific 
literature was reviewed and summarized to identify, select, and evaluate breast cancer classification 
techniques. Subsequently, additional research directions to address the raised concerns were 
recommended. In this study, the best practice method was used to conduct the comprehensive 
literature review, and the publication rules provided essential information to help the researchers 
evaluate the accuracy of the review. Furthermore, an investigation for the systematic analysis of the 
various studies is considered within this review. The Web of Science (WOS), Scopus, and 
ScienceDirect databases examined the studied methodologies. 

 

 
Fig. 1. Flow diagram of the proposed search study 

 
2.1 Identification 

 
In choosing several appropriate papers for this report, the systematic review consists of four main 

phases. The first step is keyword identification and the quest for linked, similar terms based on the 
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thesaurus, dictionaries, encyclopaedia, and previous studies. Accordingly, after all the relevant 
keywords were decided, search strings on Scopus, WoS, and ScienceDirect (see Table 1) database 
have been created. Selected literature articles were identified to determine literature studies on 
using predictive methods in the oil and gas field. Keywords such as "machine learning" OR "predictive 
method*" OR "deep learning" OR "predictive model*”) AND “oil and gas” AND “*SHORE" " were used. 
The year factors were restricted to 2021 and 2022 to reach all the related recent studies. The Scopus, 
WoS, and ScienceDirect databases were utilized during the execution of the literature search that 
was carried out. The preliminary investigation revealed 248 articles from Scopus, 58 articles from 
WoS, and 461 articles overall, as shown in Table 1. The current research successfully retrieved 767 
papers from both databases during the first step of conducting a systematic review.  
 
Table 1 
Comparative analysis of predictive model in oil and gas sub-field 

Database Search Strings Findings 

Sc
op

us
 

TITLE-ABS-KEY ( ( "machine learning"  OR  "predictive method*"  OR  "deep 
learning"  OR  "predictive model*" )  AND  "oil and gas"  AND  "*SHORE" )  AND        (LIMIT-
TO ( PUBSTAGE ,  "final" ) )  AND  ( LIMIT-TO ( PUBYEAR ,  2022 )  OR  LIMIT-
TO ( PUBYEAR ,  2021 ) )  AND      (LIMIT-TO ( DOCTYPE ,  "ar" ) )  AND       (LIMIT-
TO ( LANGUAGE ,  "English" ) )    AND  ( LIMIT-TO ( SRCTYPE ,  "j" ) )  
Date of access: May 2023 

Result = 
248 
Articles 

W
oS

 

("machine learning" OR "predictive method*" OR "deep learning" OR "predictive model*") 
AND "oil and gas" AND "*SHORE") (Topic) and 2022 or 2021 (Publication Years) and Article 
(Document Types) and English (Languages) 
Date of access: May 2023 

Result = 
58 
Articles 

Sc
ie

nc
e 

Di
re

ct
  ("machine learning” OR “predictive method*” OR “deep learning” OR “predictive model*”) 

AND  "oil and gas"  AND  "*SHORE" )  
Date of access: May 2023 

Result = 
461 
Articles 

 
2.2 Screening 

 
Screening examines relevant research items for content that matches the predefined research 

question(s). Predictive methods and deep learning in oil and gas are used to select research items in 
the screening phase. This step removes duplicate papers from the searched list. The first screening 
eliminated 716 publications, while the second examined six papers based on this study's exclusion 
and inclusion criteria (see Table 2). Research papers were initially selected as the main criteria due 
to their ability to offer practical advice. The aforementioned sources encompass a range of academic 
materials such as reviews, meta-syntheses, meta-analyses, books, book series, chapters, and 
conference proceedings that were not incorporated in the most recent study. English publications 
were reviewed and covered in the years 2021 and 2022. Duplication rejected four publications. 
However, 25 articles were removed because of their premature results and did not discuss predictive 
analytics in oil and gas. Some of the articles were also incomplete, or the complete articles were not 
readily accessible, as they contained broken links and exhibited overlapping content. 

 
2.3 Eligibility  

 
The eligibility level corresponds to the third level and contains 45 articles. At this point, the titles 

of all the articles and the key text were given a thorough examination to check that the inclusion 
criteria had been satisfied and that the articles were suitable for the research objectives of the 
current study. All article titles and key text were carefully examined at this point. The selection 
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criterion for searching is in Table 2. As a result, 20 papers were eliminated because, according to 
empirical data, their titles and abstracts did not significantly relate to the study's goal. 
 

Table 2 
The selection criteria for searching 

Criterion Inclusion Exclusion 
Language English Non-English 
Timeline 2021 – 2022 < 2021 
Literature Type  Journal (Article) Conference, Book, Review 
Publication Stage Final In Press 
Subject Area Computer Science & Engineering Besides Computer Science and Engineering/ Others 

 
A further inclusion criterion was that the studies had to be in computer science and engineering. 

This helped narrow this review to predictive methods and models in oil and gas. Furthermore, sub-
field and predictive analytics methods aided in the extraction, and the exclusion criteria excluded 
articles that focused on different contexts, such as general oil and gas terms and studies not 
specifically about predictive analytics in offshore and onshore oil and gas.  

Figure 2 and Figure 3 show the distribution histograms for the inputs and outputs included in the 
corrosion rate prediction, respectively [25]. The four input variables are Temperature, C, Wall shear 
stress (gas phase), Pa, Pressure, kPa, and pH.  

 

  
(a) (b) 

  
(c) (d) 

Fig. 2. Example of distribution histograms for input variables (a) Temperature, ◦C (b) Wall 
shear stress (gas phase), Pa (c) Pressure, kPa (d) pH values 

 
Figure 3 illustrates an output data distribution of corrosion rate. To authenticate the concerns 

and guarantee the clarity significance, and suitability of the subthemes, it is imperative to conduct 
an expert review. Mohamad Taufik Mohd Sallehud-din from PETRONAS Research Sdn Bhd, Malaysia 
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was chosen as an oil and gas processes expert. Lastly,25 articles have been made accessible for 
review. 

 

 
Fig. 3. Example of distribution histograms of 
the output variable 

 
2.4 Data Extraction and Analysis  

 
In this study, an integrative analysis was employed as one of the assessment strategies to examine 

and synthesize numerous research designs (quantitative, qualitative, and mixed methods). The goal 
of the expert study was to identify relevant topics and subtopics. The data-collecting stage was the 
initial step in the theme’s development. As depicted in Figure 1, the authors meticulously analysed 
26 publications for assertions or material relevant to the present study's topics. The authors next 
assess predictive analytics in oil and gas throughout the identifying and establishing significant 
groupings in the second stage. The two key topics that evolved from the method are the predictive 
method and the model used. From this point forward, the authors continued each established 
subject, along with any themes, notions, or ideas. The writer cooperated with other co-authors to 
create themes depending on the evidence in the context of this research. A log was kept throughout 
the data analysis process to record any analyses, views, riddles, or other thoughts pertinent to the 
data interpretation. Finally, the authors contrasted the results to see any inconsistencies in the theme 
design process. It is worth mentioning that if there are any discrepancies among the concepts, the 
authors discuss them among themselves. Eventually, the produced themes were tweaked to ensure 
that they were consistent. Experts conducted the analysis, one specializing in oil and gas related to 
predictive analytics to establish the validity of the problems. By establishing domain validity, the 
expert review phase helps ensure each sub-theme's clarity, importance, and suitability. Based on 
comments and professional judgments, the writer makes amendments to his or her judgment. 

 
3. Results and Findings 

 
Data analysis, particularly prediction analytics, has been used in offshore and onshore oil and gas 

research as the oil and gas industry has gained popularity. As a result, time and money spent on 
platform operation and crude oil prediction have been reduced. To help with prediction, both 
conventional machine learning techniques and cutting-edge techniques like Long Short-Term 
Memory (LSTM) and Convolution Neural Network (CNN) were employed. The models provide a 
specific result based on the sub-fields and their data. However, to demonstrate that the model can 
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be helpful to researchers working in this field, a comparative analysis of it using the most direct 
comparison achievable is required. In addition, the research investigates the application of a 
predictive method or model with oil and gas operations and data in the oil and gas industry. This 
study evaluates the use of a predictive algorithm associated with various types of data and the 
proposed predictive methods. Among popular techniques for predictive analytics are Artificial Neural 
Network (ANN), LSTM, and CNN. Results, advantages, and shortcomings are briefly added. Twenty-
five (25) articles were extracted and analysed using the search technique. 
 
3.1 Comparative Analysis of Predictive Models 

 
This theme can compare the effectiveness and accuracy of different predictive models used in 

the oil and gas industry, such as machine learning and deep learning. Comparative analysis of 
predictive models involves evaluating and comparing the performance of different models in making 
accurate predictions. Examples of predictive models are predicting drilling efficiency, wave height, 
CO2 degradation prediction, remaining useful life (RUL), and estimating crude oil prices. To conduct 
a comparative analysis of predictive models in oil and gas operations, researchers typically select 
models to evaluate and compare their performance using relevant performance metrics. These 
metrics may include accuracy, precision, Root Mean Square Error (RMSE), Mean Square Error (MAE), 
and Mean Absolute Percentage Error (MAPE).  

The comparative analysis may involve using different models, such as machine learning and deep 
learning models, and evaluating their performance based on various input data sources, such as 
drilling data, carrion, crack, and time series data. Researchers may also consider different model 
training and validation techniques, such as training, testing accuracy, and statistical tests, to ensure 
the robustness and reliability of the results. The comparative analysis aims to identify the most 
effective and accurate predictive model(s) for a given oil and gas operation and to understand each 
model's strengths and weaknesses. This information can improve the accuracy and effectiveness of 
predictive models in oil and gas operations, ultimately leading to improved efficiency, cost savings, 
and environmental impact reduction. Many researchers have contributed to predictive analytics in 
oil and gas. A summary of methods and outcomes of comparisons between studies. Table 3 
summarizes machine learning and deep learning research on oil and gas operations offshore and 
onshore. 

 
Table 3  
Comparative analysis of predictive model in oil and gas sub-field 

Referen
ce 

Sub-field Dataset Methodology Results Advantages/  
Shortcomings 

[12] Offshore 
platform 
operation  

Case Study 
1: Natural 
Gas 
treatment 
plant data 
Case Study 
2:  Sea 
water 
injection 
pump for 
oil. 

Pre-processing of 
the sensor data and 
LSTM and 
CNN+LSTM model 
construction and 
evaluation.  
 
Type: CNN+LSTM 

Case 1: LSTM 
precision 
83.50%  
Case 2:  
CNN+LSTM 
precision 
99.00 

The proposed CNN+LSTM for 
degradation prediction provides 
better performance. Prediction of 
elevated levels of CO2 obtain less 
performance. 
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[13] 
 

RUL 
(U.S. 
federal 
waters of 
the Gulf of 
Mexico of 
natural and 
engineered 
offshore 
system) 

Gradient boosted 
regression tree 
(GBRT) and ANN is 
constructed to 
quantify operating 
platforms' remaining 
useful life. 
 
Type: ANN 
 

GBRT and 
ANN:  
Accuracy: 
95.00–
97.00%.  

Prediction of the RUL of operating 
platforms would assist in localizing 
maintenance strategies that will lead 
to preventing operational and 
environmental risks while 
maintaining energy production. 

[14] 
 

RUL A multivariate CNN 
to predict early 
failure behaviour in 
sensor-instrumented 
tribosystem. 
 
Type: CNN 

Training 
accuracy: 
99.00% 
Testing 
accuracy: 
95%. 

Predictions of RUL on the remaining 
beneficial lifetime of ball-bearing-
type components would help 
tribological machine elements trigger 
automated maintenance. 

[15] Two oil 
wells in an 
offshore oil 
field in the 
South 
China Sea 
 

Feature engineering, 
parameter 
optimization, three 
data-driven models, 
Back Propagation 
(BP) neural network, 
LSTM, and RF.  
 
Type: LSTM 

LSTM model 
shows the 
best 
performance
. 
Accuracy 
(MAE): 
LSTM 1.95 
LSTM 3.9 % 
BP 12.1% 
RF moderate  

LSTM model has immense potential 
in applying virtual flow meters that 
can work for intelligent green oil and 
gas engineering. 

[16] Iceberg-
seabed 
interaction  

Eight extra tree 
regression (ETR) 
models. Evaluation 
by randomly split 
70:30. 
 
Type: Regression 
 

The 
performance 
of ETR 
models is 
better than 
decision tree 
regression 
(DTR), 
random 
forest 
regression 
(RFR), and 
Gradient 
boosting 
regression 
(GBR) 
algorithms.  

All ETR models perform better in 
simulating the ice keel seabed 
interaction in clay. 
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[17] Time-series 
data 
 (200 rpm, 
600 rpm) 

Deep learning 
models (Dense, 
LSTM, Gated 
Recurrent Unit 
(GRU), Attention 
Residual LSTM 
(ARLSTM), layers, 
and dropout iterative 
transfer learning. 
 
Type: LSTM 
 

ARLSTM 
obtains the 
smallest 
error 
compared to 
Dense, 
LSTM, and 
GRU 
 
 

Using sequential time series data, 
ARLSTM predicts good kinetic 
characteristics during hydrate 
formation in real time. 
It identifies gas production pipeline 
risks. 

[18] Shale gas 
well 
production.  

Exponential 
smoothing method, 
Autoregressive 
Integrated Moving 
Average (ARIMA), 
LSTM, Arps, 
stretched 
exponential decline 
(SEPD), and Duong. 
 
Type: LSTM 
 

LSTM model 
predicted 
short- and 
long-term 
events with 
scientific 
accuracy. 

Deep learning in the petroleum 
industry and unconventional 
hydrocarbon production prediction. 

[19] Real-time 
drilling 
geodata. 

Pre-processing, ANN 
modelling. 
 
Type: ANN 
 
 

The accuracy 
of predicting 
drilling is 
identified.  

ANN can reduce unproductive time 
spent on eliminating stuck pipes, 
mud losses, and gas, oil, and water 
and prevent complications in well 
drilling for a zero-carbon footprint in 
the environmentally friendly drilling 
of wells on the land and offshore. 

[20] 
 

Offshore,   
pipelines 
 

Crack 
propagatin
g in 
offshore 
piping 
(Input 
Variable:  
crack depth 
and half 
crack 
length. 
 

Adaptive Gaussian 
Process Regression 
Model (AGPRM) 
 
Type: Regression 

AGPRM 
Squared 
correlation 
coefficient 
0.535 RMSE 
0.545 
GPR 0.993   
MLP 0.992 
Water depth 
at low IP 
increases 
the 
pipeline's 
maximum 
Von-Mises 
Stress 
(MVMS).  

A significant finding for GPR and MLP 
on the prediction of stress intensity 
factor (SIF) to assess the remaining 
fatigue life (RFL) of offshore 
pipelines. 
 
 



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 50, Issue 2 (2025) 260-278 

269 
 

[21]   Prediction Models: 
Genetic Algorithm 
(GA) based Back 
Propagation neural 
network (GA-BP), 
Radial Basis Function 
(RBF), and Support 
Vector Machine 
(SVM) 
Models used for 
forecasting pipeline 
equilibrium scour 
depth. 
 
Type: ANN+Opt 

GA-BP 
model 
better RBF 
and SVM. 
 
GA-BP: 
Correlation 
coefficient 
lowest. 
RMSE 
lowest. 
 

Sensitivity analysis shows that 
Froude number (Fr) best predicts 
pipeline scouring 

[22] 300 
samples of 
maximum 
pitting 
corrosion 
depth. 

Integrated Singular 
Spectrum Analysis 
(SSA) and LSTM. 
 
Type: 
Decompose+LSTM 

SSA-LSTM 
model: 
MAE 8.84% 
RMSE 0.06 
MSE 0.36% 
MAPE 9.58% 

Balanced SSA-LSTM integration. 
LSTM assesses pipeline corrosion. 
Global search and fast convergence 
help SSA optimize hyperparameters. 
The model can digitalize subsea 
process system safety online. 

[23] Niger Delta 
Area of 
Nigeria 
field Egua-1 
(NDANE-
1flow line). 
 

Mechanistic  
Modelling approach 
with DeWaard 
Milliams’ and 
Applied.  
 
Type: Other Method 
 
 

Applied-
Model 
RMSE 0.022  
MAE 0.018  
SI 0.258  
R2 0.915 
Measureme
nt Dewaard 
Millaims 
Model: 
RMSE 0.052  
MAE 0.0420 
SI 0.495 
R2 0.533 

Global oil and gas companies could 
predict corrosion rates using an 
applied model on multiphase flow 
parameters affecting pipeline 
corrosion. 

[24] Corroded 
pipeline 
data. 

Latin Hypercube 
Sampling method 
along with Simulated 
Annealing. 
 
Type: Other Method 

Corroded 
pipelines 
may have 
less life and 
capacity 
because the 
deterministi
c analysis 
conservative
ly predicts 
the internal 
pressure 
correspondi
ng to the 
failure limit 
state. 

Lack of data necessitates 
investigating pipeline mechanical and 
geometric properties and corrosion 
defects on failure strength and 
remaining life. 
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[25]  Corrosion Four ensemble 
approaches: RF, 
adaptive boosting, 
Gradient boosting 
regression tree, and 
extreme gradient 
boosting.  
 
Evaluation with k-
fold cross-validation. 
 
Type: Ensemble 

The extreme 
gradient 
boosting 
model 
outperforms 
other 
approaches.  
RMSE for 
internal 
corrosion 
rate 
0.031 mm/y 
Performance 
index, 
PI = 0.61. 

All ensemble models perform well, 
but extreme gradient boosting is the 
most practical for reducing internal 
corrosion rates in oil and gas 
pipelines. 
 
A sensitivity analysis using feature 
importance criteria showed the 
strongest corrosion rate dependency 
on temperature and pressure, along 
with CO2. 

[26] Offshore, 
sub-sea 
 

Satellite 
altimetry  

Application of ANN, 
SVM, and Random 
Forest. 
 
Type: Ensemble 

RF performs 
better than 
ANN and 
SVM for 
wave period 
prediction,  
ANN 
performs 
better than 
RF and SVM 
wave height 
prediction.  

Prediction of wave height and period 
are expected to test with other ML 
methods. 

[27]  Ice-
scoured. 

Fifteen Self-adaptive 
Extreme Learning 
Machine (SAELM) 
models with 70: 30 
data splits.  
 
Type: ELM 

SAELM 
models are 
the most 
influencing 
input 
parameters 
in the 
estimation 
of the sub-
gouge clay 
characteristi
cs. 

SAELM models are good at sub-
gouge clay estimation.  
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[28] Onshore, 
hydrocarb
on 

Hydrocarbo
n 
accumulati
on 
assemblage
s. 

Regression algorithm 
multiple ANN, 
multiple linear 
regression, random 
forest and support 
vector machine 
methods. 
 
Type: ANN 
 

ANN 
outperforms 
multiple 
linear 
regression, 
RF, and 
SVM. 
 
ANN 
Average 
relative 
errors: 
No. 1 
23.33%, 
No. 2: 
24.93% 
No. 3: 
26.38%, 
No. 4: 
22.60%, 

ANN method was significantly in 
forecasting hydrocarbon 
accumulation better than the 
traditional model. 

[29] Onshore, 
crude oil  
 
 

West Texas 
Intermedia
te (WTI) 
and Brent 
Crude Oil 
Time Series 
COTS. 

LSTM+Henry gas 
solubility 
optimization 
(CHGSO) technique.   
Evaluation by 
Exponential moving 
average (EMA), 
Simple Moving 
average (SMA) and 
Kaufman's adaptive 
moving average 
(KAMA), commodity 
channel index (CCI), 
rate of change (ROC), 
and relative strength 
index (RSI), and the 
volatility indicators 
such as average true 
range (ATR), 
volatility ratio (VR) 
and highest high-
lowest low (HHLL). 
 
Type: LSTM+Opt  

Extraction 
on the 
CHGSO 
algorithm 
with the 
logistic 
chaotic map 
is better 
than EMA, 
SMA, 
Kaufman's 
adapt, and 
Kaufman's 
adaptive 
moving 
average 
(KAMA). 
 CCI, ROC, 
RSI, ATR, VR 
and HHLL. 
 
 

LSTM+CHGSO has the ability to 
estimate crude oil prices with high 
accuracy and overcome issues of 
chaotic and nonlinear characteristics 
on trend, momentum, and volatility 
technical indicators. 
Theil's U and MAPE are objective fun
ctions that are workable. 
 

[30] Fourier-
transform 
infrared 
spectrosco
py (FTIR). 

Two approaches with 
data reduction 
strategy: Principal 
component analysis 
(PCA) and the 
support vector 
regression (SVR), 
(PCA-SVR) and 
Autoencoder and the 
SVR (Auto-SVR). 
Type: Regression 

Both 
approaches 
achieve 
satisfactory 
prediction 
accuracy. 

The strategy of PCA by extracting the 
high-dimension FTIR data from 
lower-dimensional and autoencoder 
able to learn new representations for 
the dimensionality reduction of the 
FTIR data make the SVR good in 
crude oil properties prediction. 
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[31] West Texas 
Intermedia
te (WTI) oil 
price 
(January 
02, 2009, 
to 
November 
25, 2019) 

Time series 
prediction of crude 
oil futures price 
using Lyapunov 
exponent, Bootstrap 
technique to verify 
the robustness of the 
largest Lyapunov, 
Construct eight 
models with ANN 
technology and 
Chaos theory. 
 
Type:Ensemble+ANN 

EMD-LR-
CHAOS 
model 
appeared to 
be the best 
prediction 
model 
among the 
eight 
models.  
 

The chaotic intrinsic formation 
mechanism (chaotic) model is 
acceptable and can be improved 
because it would give investors a 
high return with little risk. 

[32] WTI (1991 
to 2021)  

Logistic Regression, 
Decision Tree, 
Random Forest, 
AdaBoost, and 
XgBoost, use DeLong 
statistical test 
procedures and 
Shapley Additive 
explanations values 
to support model 
evaluation and 
interpretability. 
 
Type: Ensemble 

All models 
can predict 
the trend of 
WTI crude 
oil prices.  
 
DeLong 
statistical 
test 
procedures 
to accurately 
compare 
machine 
learning 
models' 
performance
.  

The findings are significant for 
policymakers, businesses, investors, 
and long-term energy-based 
economic development. 

[33] Traditional 
economic 
data and 
Google 
search 
volume 
index 
(GSVI) 

K-means＋Kernel 
Principal Component 
Analysis (KPCA)＋
Kernel extreme 
learning machine 
(KELM) based on a 
“divide and conquer” 
strategy. 
 
Type: Integrated ELM 

The "divide 
and 
conquer" 
strategy 
improves 
forecasting 
performance
. 
Data level 
forecasting 
accuracy: 
GSVI data 
performs 
better than 
economic 
data in level. 

K-Means＋KPCA＋KELM on both 
datasets can improve the accuracy of 
monthly crude oil price forecasting. 
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[34] Brent, WTI 
(January 4, 
2010 - 
July31, 2 
020) 
 

Hybrid Wavelet 
Transform (WT), 
Bidirectional long 
short-term memory 
network (BiLSTM)-
Attention-CNN 
(BLAC) (WT-BLAC). 
 
Type: 
Decompose+CNN+LS
TM 

Results WT-
BLAC: 
WTI 
R2 0.9663 
RMSE 
2.2518 
MAPE 
1.1780 
MAE 2.6261 
Brent 
R20.9900 
RMSE 
1.2936 
MAPE 
1.8027 
MAE 0.8894 

WT-BLAC outperforms other models 
and has potential for government 
agencies, investors, and related 
businesses. 
 

[35] Oil 
formation 
(Egyptian)  

ANN model. 
 
Type: ANN 

ANN model 
R2 0.974 
ARE 
0.0017%, 
AARE 2.13% 

The ANN model outperforms local 
Egyptian empirical correlations and 
all other global models in 
sustainability. 

[36] Onshore, 
Operation 
platform 

Time series 
of the 
motion. 

DL uses 6-DOF 
motions to generate 
six standalone 
subnets in about 15 
seconds (one wave 
cycle). 
The motions were 
reconstructed over 3 
hours.  
Dropout probability, 
number of RNN 
layers, number of 
fully connected 
layers, and number 
of neurons in each 
layer are all 
hyperparameters. 
Type: DL 

DL works 
well for 
offshore 
engineering. 
 

Predicting the motions of a floating 
offshore structure could help a 
motion compensation system and 
alert motion-sensitive operations. 

 
Predictive analytics is a broad field with many sub-fields or domains of focus in the oil and gas 

industry. This paper focuses on the main fields of offshore and onshore predictive analytics solution 
strategy. A few sub-fields in this field can be classified based on the specific problems of the industry. 
Figure 4 depicts the total number of sub-field research on predictive analytics in the oil and gas 
industry, focusing on offshore and onshore fields. Platform operation, pipelines, crude oil, and 
offshore and onshore drilling are instances of such sub-fields. The number of articles published on 
the most recent predictive analytics method is nearly identical for platform operations, pipelines, and 
crude oil. The most popular, however, is platform operation. 
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Fig. 4. Total number of sub-field research on predictive analytics of 
oil and gas based on offshore and onshore field 

 
The best predictive analytics methods vary according to the problem domain, data, and field 

state. The predictive analytics method has evolved from traditional ML to modern ML. Modern DL 
typically refers to methods such as CNN and LSTM. Figure 5 depicts the number of best predictive 
analytics methods. Regarding the oil and gas sub-field, LSTM and its variants have demonstrated the 
most usable methods. Aside from that, the ensemble strategy is becoming more attractive. All 
ensemble models, for example, RF, adaptive boosting, Gradient boosting, a regression tree, and 
extreme gradient boosting, perform well in decreasing corrosion rates in oil and gas pipelines [25] 
and satellite altimetry, as seen in Table 1. However, CNN, regression, and extreme learning machines 
(ELM) have shown less priority. 
 

 
Fig. 5. Number of best methods in predictive analytics 

 
One of the possible explanations for these findings is that there have been several prior attempts 

at predictive analytics in the oil and gas industry. LSTM is currently one of the best approaches for 
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predictive analytics on most sub-fields. Previous researchers have studied several techniques related 
to LSTM, such as LSTM with optimization (LSTM+Opt) and CNN with LSTM (CNN+LSTM). CNN+LSTM, 
for example, is used to solve two case studies of degradation prediction in offshore operation 
platforms for natural gas treatment plants and seawater injection pumps for oil [12]. The precision 
achieved in the study is 99.00%, according to the results. Compared to a single LSTM, it performs 
better, with a 15.5% improvement in precision. LSTM performance has also been reported in good 
time series [17,18]. Yang et al., [18] used the LSTM model to predict short- and long-term shale gas 
well production events. It outperformed the ARIMA Arps, Stretched exponential Decline (SEPD), and 
Duong methods.  

Furthermore, Song et al., [15] reported that the LSTM with feature engineering and parameter 
optimization (LSTM+FE+Opt) model has the lowest MAE value when compared to BPNN, LSTM, and 
Random Forest (RF) [13] calculated accuracy of 97% in predicting the RUL in an operating platform 
using Gradient boosted regression tree (GBRT) and Artificial Neural Network (ANN). Almost identical 
results were obtained using CNN on training and testing accuracy of approximately 99.00% and 
95.00%, respectively. The models' performance would reduce operational and environmental risk 
while maintaining energy production by forecasting RUL operation.  

Another research to consider is the estimation of crude oil prices. Karasu and Altan developed 
the LSTM+Henry gas solubility optimization (CHGSO) technique to estimate crude oil prices 
accurately [34]. They used West Texas Intermediate (WTI) and Brent Crude Oil Time Series COTS 
datasets. Hybrid Wavelet Transform (WT), Bidirectional Long Short-Term Memory Network (BiLSTM)-
Attention-CNN (BLAC) (WT-BLAC). WT-BLAC performs well for WTI data with R2, RMSE, MAPE, and 
MAE of 0.9663, 2.2518, 1.1780, and 2.6261, respectively. Furthermore, Guliyev & Mustafayev [32] 
used a similar dataset evaluated using ensemble and hybrid Ensemble+ANN but with a different 
range of time series data. The models have acceptable and significant interpretability in time series 
prediction of crude oil futures prices. 

 
4. Discussion 

 
The review on predictive methods in oil and gas provides a comprehensive overview of the latest 

research in the field, including various applications of machine learning and deep learning 
techniques. One of the key trends observed in the review is the increasing use of deep learning 
algorithms for a wide range of tasks. It provides an investigation into the current state of the art in 
terms of predictive methods for oil and gas operations, including a comparison of the efficacy of 
various predictive methods. These methods can be used to develop models that predict factors such 
as reservoir performance, drilling efficiency, and production rates. For example, predictive models 
can be developed to analyse data from seismic surveys to predict the location and characteristics of 
oil and gas reservoirs. Similarly, machine learning algorithms can be used to analyse data from drilling 
and production operations to identify patterns and trends that can be used to optimize operations 
and reduce costs.  

Other predictive methods for onshore oil and gas operations include using data analytics to 
predict equipment failure and maintenance needs, as well as predicting environmental risks and 
impacts. Predictive methods utilization in onshore oil and gas operations can help companies 
improve efficiency, reduce costs, and maximize production while minimizing environmental impact. 
The review also identifies several challenges that must be addressed to fully realize the potential of 
predictive methods in the oil and gas industry. These challenges include the need for large amounts 
of high-quality data, more interpretable models, and effective collaboration between data scientists 
and domain experts. Overall, the review highlights the potential of predictive methods to improve 
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operational efficiency, reduce costs, and enhance safety in the oil and gas industry. However, more 
research is needed to address the challenges and ensure these methods can be successfully applied 
in real-world scenarios. 

 The application of predictive techniques in the oil and gas industry involves implementing diverse 
deep learning methods and their variations within the exploration and production procedures. 
Implementing these techniques has dramatically improved the operational effectiveness of the oil 
and gas sector. However, it is crucial to carefully evaluate certain factors, specifically regarding the 
precision and reliability of predictive models. Challenges manifest as a result of data incompleteness, 
inconsistency, or noise originating from engineering procedures, such as estimating crude oil prices 
and predicting pipeline failures. To ensure the viability and acceptability of the data acquired from 
real-time or near real-time sensors, it is imperative to perform data pre-processing. Therefore, 
integrating automated pre-processing techniques using suitable methodologies should be included 
in developing advanced predictive methods. Another facet to consider is the preparedness of the 
data [37] and further analysis for identifying the optimum value of the parameters for oil and gas 
business to stay competitive [38]. Numerous oil and gas companies possess extensive legacy systems 
and data silos, presenting challenges in integrating data from diverse sources into a cohesive 
predictive model.  

 
5. Conclusion 

 
The review compares the effectiveness of various predictive methods for offshore and onshore 

oil and gas operations, such as machine learning and deep learning. The article investigates the 
benefits and drawbacks of each method and provides insight into which method is most effective for 
different oil and gas operations. It can also recommend best practices in using predictive methods in 
the industry. It also discusses how predictive models have been developed and used to improve 
platform operation and time-series crude oil, pipeline corrosion, and drilling efficiency to increase 
production rate and lower costs. It may also provide information on best practices for using predictive 
methods in the industry, such as integrating predictive models with real-time data analytics. Because 
of the complexity of the production process and the scarcity of data, predictive modelling in the oil 
and gas industry faces several challenges. However, by carefully considering these challenges and 
being willing to invest in the necessary resources, the oil and gas industry can overcome them and 
leverage the power of predictive models to optimize production, reduce costs, and remain 
competitive in an increasingly competitive market. 
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