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Network intrusion detection is an essential component of contemporary cybersecurity 
strategies, and the development of efficient techniques to accurately identify malicious 
activities has become a priority. This study investigates the performance of various 
conventional machine learning algorithms, including decision trees, naive Bayes, naive 
Bayes trees, random forest, random trees, MLP, and SVM, in detecting network 
intrusions using binary and multi-classification approaches. Furthermore, the study 
proposes a deep learning method, CNN-LSTM-SA, which consistently outperforms 
conventional machine learning techniques in terms of precision, recall, F1 score, and 
overall accuracy for network intrusion detection. Specifically, the proposed method 
combines CNN and LSTM with SA in machine learning theory to extract more optimized, 
strongly correlated features. The proposed method is evaluated using the benchmark 
NSL-KDD database. The results indicate that the CNN-LSTM-SA method holds great 
potential in enhancing the efficacy of network intrusion detection systems. 
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1. Introduction 
 

The Internet has become the main infrastructure for people's daily lives and work, and its 
importance in politics, culture, economy, military and other fields has been continuously 
demonstrated. It has become a powerful driving force for promoting economic and social 
development in the 21st century [1-3]. With the popularization of the Internet, various network 
services and applications have emerged and penetrated into all aspects of people's work and life. 
Along with the rapid development of the Internet and Internet-based applications, the network 
environment has become increasingly complex, resulting in many issues related to network security. 
Intrusion detection, as a major component of network security measures, can actively defend against 
network attacks and respond before the network is harmed, playing a very important role. In today's 
rapidly developing information technology era, it is an urgent task to effectively combat attacks and 
ensure the security of Internet-based information systems [4]. Due to the complexity and diversity of 
attackers’ behaviors, it is very difficult to model both normal and attack behaviors by identifying 
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correlations and summarizing patterns from massive network access behaviors [5]. Therefore, 
research on intrusion detection systems has always been an important content of network security 
research. Studying intrusion detection methods and improving the detection accuracy of intrusion 
detection systems have significant scientific and social significance [6].  

As machine learning technology has become increasingly mature, it has emerged as a potential 
solution [7]. The vast amount of heterogeneous big data originating from various sources presents a 
challenge for conventional data analytics and shallow machine learning (ML) techniques, rendering 
them inadequate for addressing security concerns [8]. It is worth noting that conventional ML 
methods face limitations in terms of latency, computational complexity, and the ability to learn 
complex, time-varying, and nonlinear relationships within large datasets [9-11].  

To address these issues, this paper proposed a combination of Convolutional Neural Networks 
(CNNs) and Long Short-Term Memory Recurrent Neural Networks (LSTM-RNNs) with self-attention 
mechanism (CNN-LSTM-SA) to process network intrusion behavior. Section 2 will discuss about the 
related work. Section 3 presents material and method used in this paper, including the description 
of dataset, conventional and proposed machine learning method. In Section 4, all the experiments’ 
outcomes are examined, and the concluding remarks with some recommendations for further work 
are presented in Section 5.  

 
2. Related Work 
 

The concept of intrusion detection originated from a technical report entitled "Computer security 
threat monitoring and surveillance" in 1980 by Anderson [12], which detailed the concept of intrusion 
detection for the first time. A groundbreaking work conducted by Xiao et al., [13] suggested a basic 
model for intrusion detection, which had officially launched the research in the field of intrusion 
detection. Since then, many researchers have conducted intrusion detection studies for different 
computer systems and network environments, achieving significant results [14]. Computer and 
network security protection systems now typically include intrusion detection systems as a crucial 
component of their overall architecture. Many pertinent methods have been applied to the network 
intrusion detection since the introduction of data mining and machine learning. In the topic of 
intrusion detection, research on intrusion detection algorithms that are based on data mining and 
machine learning has continued to be a significant study issue up until the present day.  

Vitrià et al., [15] proposed a hybrid method combining genetic algorithms and decision trees to 
detect network intrusions. They used a genetic algorithm to optimize decision tree parameters and 
effectively classify normal and attack activities. The method achieved high detection rates and low 
false alarm rates, but it may suffer from increased computational complexity due to the genetic 
algorithm component.  

Kim et al., [16] proposed a deep learning-based Network Intrusion Detection System (NIDS) using 
CNNs. The authors showed that the CNNs model could automatically learn and extract relevant 
features from raw network data, resulting in high detection accuracy. However, the model's primary 
disadvantage is that it requires significant computation resources and training time to achieve 
optimal results.  

Garcia et al., [17] and Catania and Garino [18] both presented ensemble-based approaches to 
network intrusion detection. Ensemble methods, such as bagging and boosting, were employed to 
combine multiple classifiers, improving overall detection accuracy and reducing false positives. The 
primary disadvantage of these approaches is the increased complexity and computational 
requirements associated with using multiple classifiers.  
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Mukkamala et al., [19] applied SVM to network intrusion detection, demonstrating its 
effectiveness in classifying different types of attacks. SVMs are particularly suitable for intrusion 
detection due to their ability to handle high-dimensional datasets and their generalization 
capabilities. However, SVMs can be computationally expensive, especially for large datasets, and may 
not be well-suited for real-time detection.  

Feature selection and dimensionality reduction have been prominent research areas in NIDS. 
Alazab et al., [20] and Wang et al., [21] applied techniques like mutual information and principal 
component analysis (PCA) to reduce the feature space's size and enhance the detection performance 
of classifiers. These methods helped improve the efficiency and effectiveness of NIDS, but their 
success depends on the quality of selected features.  

Deep learning techniques, such as CNNs and recurrent neural networks (RNNs), have become 
increasingly popular in NIDS. Vinayakumar et al., [22] and Brown et al., [23] demonstrated the 
effectiveness of deep learning in learning complex patterns and extracting relevant features from 
raw network data. However, these approaches require significant computational resources and 
training time, posing challenges for real-time applications.  

Ensemble techniques have gained attention for improving the performance of intrusion detection 
systems. Yin et al., [24] and Ahmad et al., [25] utilized methods like bagging, boosting, and stacking 
to combine multiple classifiers, resulting in better detection accuracy and reduced false positives. 
Despite their effectiveness, these approaches may suffer from increased complexity and 
computational requirements.  

Benaddi et al., [26] applied reinforcement learning algorithms to train NIDS that can adapt to 
evolving network environments and dynamically update their detection strategies. This adaptability 
enables NIDS to counter new and previously unseen attacks. However, reinforcement learning-based 
NIDS can suffer from convergence issues and may require longer training times compared to other 
machine learning techniques.  

In summary, deep learning-based network anomaly detection technology has become a major 
research direction and hotspot in the field of intrusion detection and botnet detection, but there are 
still many unresolved issues in the existing research: First, deep learning is mostly used in the pre-
training stage, and related research mainly uses deep learning algorithms as generative models and 
traditional supervised machine learning methods in combination, without a comprehensive separate 
research on the detection and classification capabilities of deep learning. Secondly, most of the 
studies focus on the binary classification task, this aspect has less of an impact on the efficacy of deep 
learning when it is used to tackle complex multi-classification tasks. Third, both the theory and the 
technology behind deep learning are advancing at a rapid rate. Despite the advent of hybrid neural 
networks and attention mechanisms in recent years, it is still important to keep up with the most 
recent findings in the field of deep learning research and to investigate how deep learning can be 
applied in network anomaly detection technology. Thus, this paper proposed a combination of CNNs 
and LSTM-RNNs with self-attention mechanism (CNN-LSTM-SA) to process network intrusion 
behavior to address these issues.  

 
3. Material and Method 
3.1 NSL-KDD Database Description and Preprocessing 
 

Since the KDD CUP 99 dataset was used as a knowledge discovery competition dataset, it has 
been one of the most commonly used datasets for evaluating network anomaly detection methods 
in the field of intrusion detection. The dataset is based on network traffic captured by the U.S. 
Department of Defense with about seven weeks of network traffic captured as training data and it 
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has approximately five million connection records. Another two weeks of network data were 
captured as testing data, with about two million connection records. There are five categories in the 
KDD CUP 99 dataset with one normal and four abnormal categories (i.e., Dos, Probe, R2L, U2R). For 
the four abnormal categories, there are a total of 39 attack types, of which 22 are included in the 
training set, and the remaining 17 attack types are reserved for the testing set. This distribution is to 
ensure that the dataset can be fairly and effectively used to evaluate the model's ability to detect 
unknown attacks. The five categories and their attack types of KDD CUP 99 dataset are shown in 
Table 1. In the KDD CUP 99 dataset, for each row of data, there are 41 fixed features, and a category.  
 

Table 1 
Categories and their attack types of the KDD CUP 99 dataset 
Normal DoS Probe R2L U2R 

 apache2 
back 
land 
mailbomb 
Neptune 
pod 
processtable 
smurf 
teardrop 
udpstorm 

ipsweep 
mscan 
nmap 
portsweep 
saint 
satan 

Spy 
warezclient 
ftp_ write guesspasswd httptunnel 
imap 
multihop 
named 
phf 
sendmail snmpgetattack warezmaster 
xlock 
xsnoop 

bufferoverflow loadmodule 
perl 
ps 
rootkit 
snmpguess sqlattack 
worm 
xterm 

 
The major concern in the KDD Cup 99 dataset is the presence of a large number of redundant 

records, which causes the trained algorithm model to be biased towards categories with more 
labeled samples, thus greatly affecting the actual detection performance of the model. In addition, 
the large number of duplicate records in the testing set also affect the evaluation results. For 
example, the smurf and neptune attacks from DoS category, which have accounted for more than 
71% of the testing set can be easily detected by any intrusion detection system. Clearly, this dataset 
is not appropriate to be used for a proper evaluation of model performance.  

A better dataset will be the NSL-KDD dataset and it will be used in this paper. This dataset has 
solved the problem of redundant records in the KDD Cup 99 dataset and optimized the record 
configuration of each category [27]. Compare to KDD CUP 99, the 43rd column is added in NSL-KDD 
dataset to measure the difficulty of predicting corresponding categories. The NSL-KDD dataset 
includes two training sets, KDDTrain+ and KDDTrain+20%, and two testing sets, KDDTest+ and 
KDDTest-21. Table 2 summarizes the five categories of label data in the training and testing sets. 
KDDTrain+20% is a 20% subset of the KDDTrain+ set, and KDDTest-21 is a subset obtained by 
removing records marked as 0-21 in the 43rd column of the KDDTest+ set. The records in this 
KDDTest-21 are relatively difficult to detect.  
 

Table 2 
Samples sizes and proportions of categories in the NSL-KDD dataset 
Dataset Total Normal DoS Probe U2R R2L 

KDDTrain+20% 25192 
13449 9234 2289 11 209 
(53.00%) (37.00%) (9.16%) (0.04%) (0.80%) 

KDDTrain+ 125973 
67343 45927 11656 52 995 
(53.00%) (37.00%) (9.11%) (0.04%) (0.85%) 

KDDTest+ 22544 
9711 7458 2421 200 2754 
(43.00%) (33.00%) (11.00%) (0.90%) (12.10%) 

KDDTest-21 11 850 
2152 4342 2402 200 2754 
(18.00%) (37.00%) (20.00%) (2.00%) (23.00%) 
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In order to use the NSL-KDD dataset in the proposed method, data preprocessing is necessary. As 

mentioned before, NSL-KDD has 41 fixed features, which include 34 continuous attributes, 4 binary 
attributes and 3 symbolic attributes (including protocols, flags, service). Based on the 3 symbolic 
attributes, a set of 84 features are further derived. Namely, 3 features of one-hot encoding from 
protocols, 11 features from flags and 70 features from service. Therefore, the features set from NSL-
KDD will be 122 features (i.e., 34+4+3+11+70=122). The "num_outbound_crnds", which is one of the 
122 features is observed to have the value of zero in all the samples. This feature will be removed 
and resulted in a final features set of 121.  

Since convolutional neural networks can only handle two-dimensional data, the final features set 
are transformed into an 11x11 matrix. 

The data preprocessing steps are as follows: 
(1) Convert symbolic features to numerical features using attribute mapping based on one-hot 

encoding. 
(2) Normalize the numerical data obtained in step 1 with the normalization formula as shown in 

Eq. (1) to get the range of [0,1]. 
 

𝑦𝑖 =  
𝑥𝑖 − 𝑚𝑚𝑖𝑛

𝑚𝑚𝑎𝑥 − 𝑚𝑚𝑖𝑛
 (1) 

      
where xi is the i-th attribute, xmin and xmax is the smallest and largest value of the attribute record, 
respectively. 
 

(3) Different binary numbers are used to represent different intrusion behaviors: 000 represents 
DoS, 001 represents Normal, 010 represents Probe, 011 represents R2L, and 100 represents 
U2R. This completes the labeling of intrusion types. After the preprocessing of intrusion 
records, the original 41 features discussed were transformed into 121 features. To meet the 
input data format requirements of convolutional neural networks, the one-dimensional 

feature data is transformed into a two-dimensional feature matrix with a size of 11  11, as 
shown in Figure 1. 

 

 

Fig. 1. The processing of attribute mapping for CNN-LSTM-SA method 

 
3.2 Proposed CNN-LSTM-SA 

 
Based on the previous study conducted by Krizhevsky et al., [28], the CNNs are a form of deep 

learning technique that are widely utilized for image processing and computer vision tasks. CNNs are 
built with many convolutional layers, pooling layers, and fully connected layers. These layers are 
responsible for automatically extracting features from raw pixel data. Figure 2 illustrates a simple 
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convolutional neural network structure. The convolutional layers extract local features of the image 
using convolutional filters, while the pooling layers reduce the dimensionality of the feature maps. 
The fully connected layers transform the feature maps into the final prediction. CNNs can handle 
high-dimensional data, and are robust to translations, rotations, and scaling of images, making them 
widely used in tasks such as image classification, object detection, and image segmentation.  

 

 

Fig. 2. Simple convolutional neural network structure 

 
The LSTM by Hochreiter and Schmidhuber [29] is a typical RNNs model that is used mostly for 

processing sequential data such as speech recognition, natural language processing, and time series 
prediction tasks. The model of LSTM is as shown in Figure 3. The σ (sigma) parameter in Figure 3 
refers to the sigmoid activation function, which is commonly used in the gating mechanisms of an 
LSTM network. A real-valued input is processed by the sigmoid function, which then returns a value 
in the range of 0 to 1. By gating the input, output, and forget actions, this function is utilized to control 
the flow of information that is transmitted throughout the network. This is a reference to the 
hyperbolic tangent activation function, which is also frequently utilized in an LSTM network. It is 
abbreviated as tanh. A real-valued input is processed by the tanh function, which then returns a value 
in the range of-1 to 1. This function is used to construct the candidate activation vector as well as to 
update the current state of the cell. The parameter x refers to the input to the LSTM network at a 
given time step. It is a vector of features that represent the input data. Whereas the symbol + refers 
to the element-wise addition operation, which is used in the LSTM network to combine the input 
with the previous hidden state. In an LSTM network, these terms are combined to perform the 
operations necessary for the network to process sequential data. Specifically, the network uses the 
sigmoid function to decide which information to keep or discard from the previous hidden state, the 
tanh function to update the cell state, and the element-wise addition to combine the input with the 
previous hidden state. Compared to conventional RNNs, LSTM addresses the problems of handling 
long sequences and vanishing/exploding gradients by introducing gating mechanisms. Every LSTM 
cell has three gates: the input gate, the forget gate, and the output gate. These gates are used to 
process information. The input gate is responsible for controlling the insertion of new information, 
the forget gate is responsible for controlling the retention of old information, and the output gate is 
responsible for controlling the output during the currently active time step. By jointly controlling 
these gates, LSTM can balance long-term and short-term memory and better handle sequential data.  
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Fig. 3. Network structure of LSTM 

 
Self-attention studied by Vaswani et al., [30] is one of the mechanisms used in deep learning 

model and is largely utilized in natural language processing tasks like machine translation and text 
categorization. During processing, the model is able to concentrate its attention on various 
components of the input sequence, which also assists in the identification of long-range 
dependencies. Long-range dependencies refer to the relationships between elements in a sequence 
that are far apart. In natural language processing tasks, for instance, a word at the beginning of a 
sentence may influence the interpretation of a word appearing much later. Deep learning models 
with self-attention mechanisms are designed to capture these relationships, thereby significantly 
improving their performance on tasks such as machine translation and text categorization. The self-
attention mechanism works by computing the similarity between all pairs of positions in the input 
sequence and using the resulting scores to weight the contributions of each position to the final 
output. It has been demonstrated that self-attention is an effective strategy for enhancing 
performance in a variety of natural language processing tasks.  

To optimize the performance of network intrusion detection and improve the accuracy while 
reducing the false positive rate, this paper proposes the CNN-LSTM-SA method.  

Firstly, three blocks of convolutional layer and max pooling are used to form the CNN (Figure 5 is 
referred). Input to the CNN is the 11x11 features matrix. The introduction of a batch normalization 
layer to the CNN network will enhance the training speed and effectiveness of CNN, and mitigate the 
influence of starting parameters on the training process.  

Secondly, to address the impact of the temporal features of the preceding and following feature 
points on each attribute, an LSTM model consisting of memory modules is used for long-distance 
dependency feature extraction. The previous obtained feature map from CNN is input into LSTM 
network to mine the hidden relationship between features and temporal features.  

Finally, the attention mechanism is used in order to determine the weight that should be given 
to each attribute feature, and a Softmax classifier is utilized in order to get the results of the 
classification.  

The flow chart of the proposed method is shown in Figure 4. The structure of the proposed CNN-
LSTM-SA is shown in Figure 5 (The number inside the parentheses represents the number of filters, 
and convolution kernel size. Note that this is an optimized structure and the optimization process will 
be discussed in Section 4. 1).  

The number of convolution kernels is increased from 32 to 128, in deep learning, especially in 
CNNs, lower layers tend to learn low-level features such as edges and textures, while deeper layers 
capture high-level, more abstract features like shapes or specific objects. By increasing the number 
of filters, CNNs enable the model to learn a wider range of high-level features.  
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Fig. 4. Flow chart of CNN-LSTM-SA based network intrusion detection 

 

 

Fig. 5. The structure of the proposed CNN-LSTM-SA 

 
4. Results and Discussions 
4.1 Experimental Setup 

 
The machine learning process is executed on a high-performance GPU GeForce RTX 2080 Ti and 

16 cores Intel(R) Core (TM) i7-8000K CPU processor with 64 GB RAM. The training and testing sets 
are KDDTrain+ and KDDTest+, respectively. Python 3.8 and Pytorch 2.0 are used. 

During the model training process, we found that the size of convolutional kernels, the number 
of hidden layers of LSTM and the number of neurons per layer have some influence on the error of 
the training set, and we tuned these parameters to get the model with the best results. The Adam 
optimizer is selected with the learning rate is set to 0.001 as the default value and the training epoch 
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is set to 3000. The range of hyperparameters which will be used is shown in Table 3 and one of the 
combinations with the least training error will be selected as the optimum setting. After the training 
has completed, the model with the smallest training error within 3000 steps was selected as the best 
model, each training experiment took about 6 hours. Table 4 shows the list of combinations based 
on the hyperparameters range in Table 3 and their respective training errors. 

 
Table 3 
The range of hyperparameters 

Item Range 

The number of convolutional kernels (2, 2), (3, 3), (4, 4) 
The number of hidden layers of LSTM 3, 4, 5 
The number of neurons per layer 32, 64, 128 

 
Table 4 
Hyperparameters and their respective training error 

Combination Train error 

(2, 2), 3, 32 0.1419  
(2, 2), 3, 64 0.3653  
(2, 2), 3, 128 0.0622 
(2, 2), 4, 32 0.4964  
(2, 2), 4, 64 0.3557  
(2, 2), 5, 128 0.1277  
(2, 2), 5, 32 0.1088  
(2, 2), 5, 64 0.5200  
(2, 2), 5, 128 0.0785  
(3, 3), 3, 32 0.1795  
(3, 3), 3, 64 0.2585  
(3, 3), 3, 128 0.3292  
(3, 3), 4, 32 0.4170  
(3, 3), 4, 64 0.4328  
(3, 3), 4, 128 0.5895  
(3, 3), 5, 32 0.1941  
(3, 3), 5, 64 0.3339  
(3, 3), 5, 128 0.2236  
(4, 4), 3, 32 0.2390  
(4, 4), 3, 64 0.4349  
(4, 4), 3, 128 0.3729  
(4, 4), 4, 32 0.1980  
(4, 4), 4, 64 0.2173  
(4, 4), 4, 128 0.4381  
(4, 4), 5, 32 0.1787  
(4, 4), 5, 64 0.0916  

(4, 4), 5, 128 0.3590  

 
From Table 4, the combination with convolutional kernels of (3, 3), hidden layers of LSTM of 3 

and number of neurons per layer of 128 has the best performance. Thus, the proposed CNN-LSTM-
SA will be using this combination of hyperparameters for all the classification tasks.  

In order to evaluate the performance of the proposed CNN-LSTM-SA, this paper will use seven 
conventional machine learning algorithms classifiers, namely decision trees studied by Breiman et 
al., [31], naive Bayes studied by Rish [32], naive Bayes trees studied by Webb et al., [33], random 
forest studied by Breiman [34], random trees studied by Geurts et al., [35], multilayer perceptron 
studied by Rumelhart et al., [36] and support vector machines studied by Cortes and Vapnik [37] as 
the comparative algorithms. The inputs to these conventional machine learning algorithms will be 
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using the same dataset with all the samples have been transformed into the 121-length features by 
the data preprocessing as described in Section 3. 1.  

 
4.2 Binary Classification 

 
This study uses a variety of performance metrics, such as accuracy, precision, recall, and F1 Score 

to objectively evaluate the performance of the classification models.  
In this context, the term true positive (TP) refers to the number of occurrences that were 

successfully classified as abnormal, whereas true negative (TN) refers to the number of instances that 
were successfully classified as normal. The number of normal patterns that were mistakenly 
identified as anomalous is referred to as false positive (FP), and the number of anomalous patterns 
that were mistakenly identified as normal is indicated by false negative (FN).  

In the binary classification experiment, normal class consists of the normal samples and abnormal 
class consists of all the DoS, Probe, U2R and R2L samples, Table 5 presents the results of binary 
classification. The proposed CNN-LSTM-SA achieved F1 scores of 92. 95% and 89.4% for identifying 
normal and abnormal classes, respectively and attained the highest average F1 score of 91. 17%. 
These results have verified that the proposed method is superior compared to the conventional 
benchmarked classifiers. Finally, the CNN-LSTM-SA surpassed the previously mentioned methods in 
terms of accuracy (refer to Figure 6), attaining the highest accuracy at 89. 36%.  
 
Table 5 
Comparison results of binary classification in term of precision, recall and F1 score using KDDTest+ testing set 

Category 
Proposed CNN-
LSTM-SA 

Decision 
trees 

Naive 
Bayes  

Naive Bayes 
trees 

Random 
forest 

Random 
trees 

MLP SVM 

 Precision 
Normal 88.31% 85.41% 82.46% 80.93% 87.79% 81.62% 83.96% 79.95% 
Abnormal 85.93% 83.05% 81.95% 79.58% 80.17% 84.24% 81.44% 82.94% 
AVG 87.12% 84.23% 82.21% 80.26% 83.98% 82.93% 82.70% 81.45% 
 Recall 
Normal 98.10% 78.47% 84.01% 81.79% 87.92% 86.72% 77.86% 71.25% 
Abnormal 93.16% 84.45% 78.76% 87.11% 70.49% 92.83% 82.48% 89.23% 
AVG 95.63% 81.46% 81.39% 84.45% 79.21% 89.78% 80.17% 80.24% 
 F1 score 
Normal 92.95% 81.79% 83.23% 81.36% 87.85% 84.09% 80.80% 75.35% 
Abnormal 89.40% 83.74% 80.32% 83.17% 75.02% 88.33% 81.96% 85.97% 
AVG 91.17% 82.77% 81.78% 82.27% 81.44% 86.21% 81.38% 80.66% 

 

 

Fig. 6. Comparison results of binary classification in term of accuracy using KDDTest+ testing set 
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4.3 Multi-Classification  
 
Table 6 presents the results of multi-classification experiments, the proposed CNN-LSTM-SA 

method surpassed all other conventional classifiers, yielding an average F1 scores as high as 93. 26%. 
Moreover, it is important to note that the proposed CNN-LSTM-SA method also outperformed all 
other conventional classifiers in terms of accuracy, achieving the highest accuracy of 93. 72% (as 
illustrated in Figure 7).  

The recall of U2R is relatively poor due to class imbalance. Specifically, the number of instances 
of U2R is significantly lower than the others. The models tend to be biased towards the class with a 
larger number of instances, which can cause lower recall for the minority class.  

 
Table 6 
Comparison results of multi-classification in term of precision, recall and F1 score using KDDTest+ testing set 

Category Proposed CNN-
LSTM-SA 

Decision 
trees 

Naive 
Bayes  

Naive Bayes 
trees 

Random 
forest 

Random 
trees 

MLP SVM 

 Precision 
Normal 87.32% 78.01% 75.87% 77.92% 73.98% 78.89% 76.45% 77.32% 
Dos 99.16% 73.97% 82.49% 78.91% 94.66% 93.57% 78.26% 78.48% 
Probe 83.39% 75.32% 79.01% 73.64% 78.44% 80.59% 75.47% 74.58% 
R2L 97.66% 93.87% 90.36% 92.29% 93.16% 77.64% 82.46% 91.04% 
U2R 91.69% 85.33% 81.91% 86.63% 89.02% 83.01% 84.29% 86.28% 
AVG 91.84% 81.30% 81.93% 81.88% 85.85% 82.74% 79.39% 81.54% 
 Recall 
Normal 98.87% 91.96% 86.84% 84.96% 88.27% 87.11% 90.43% 89.86% 
Dos 97.82% 92.13% 92.35% 85.15% 93.49% 87.25% 89.75% 87.68% 
Probe 95.56% 93.49% 87.68% 88.07% 88.91% 89.65% 84.72% 85.79% 
R2L 93.68% 87.51% 85.89% 85.32% 87.84% 89.11% 89.97% 88.81% 
U2R 89.16% 93.63% 90.08% 91.27% 89.99% 89.78% 94.06% 87.07% 
AVG 95.02% 91.74% 88.57% 86.95% 89.70% 88.58% 89.79% 87.84% 
 F1 score 
Normal 92.74% 84.41% 80.99% 81.29% 80.50% 82.80% 82.85% 83.12% 
Dos 98.49% 82.06% 87.14% 81.91% 94.07% 90.30% 83.61% 82.83% 
Probe 89.06% 83.43% 83.12% 80.21% 83.35% 84.88% 79.83% 79.79% 
R2L 95.63% 90.58% 88.07% 88.67% 90.42% 82.98% 86.05% 89.91% 
U2R 90.41% 89.29% 85.80% 88.89% 89.50% 86.26% 88.91% 86.67% 
AVG 93.26% 85.95% 85.02% 84.19% 87.57% 85.44% 84.25% 84.46% 

 

 

Fig. 7. Comparison results of multi-classification in term of accuracy using KDDTest+ testing set 
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4.4 Performance Comparison 
 

With the same configuration, we compared the following three papers. 
I. Gurung et al., [38] claimed that their deep learning method achieved 87.20% accuracy and 

88.51% F1 score in the binary classification evaluation using the same NSL-KDD dataset. 
This result is lower than the F1 score and accuracy that the proposed CNN-LSTM-SA 
method had achieved.  

II. Shone et al., [39] claimed that their deep learning method achieved 85.42% accuracy and 
average F1 score of 87.37% in performing the 5 classes based on the NSL-KDD dataset. 
This result is lower than the 93.72% accuracy and average F1 score of 93.26% that we have 
achieved.  

III. Ieracitano et al., [40] used the same configuration environment as ours, and their binary 
classification accuracy and multi-classification accuracy are 84.24% and 87.00%, 
respectively.  

The comparison results of binary classification and multi-classification between the proposed 
method and the similar researches discussed above are tabulated in Table 7 and 8. All the values (F1 
score and Accuracy) reported here the average. These results have further validated the superiority 
of the proposed method. 

 
Table 7 
Comparison results of binary classification for different researches 
 Proposed CNN-LSTM-SA Gurung et al., [38] Ieracitano et al., [40] 

F1 score 91.17% 88.51% 81.98% 
Accuracy 89.36% 87.20% 84.24% 

 
Table 8 
Comparison results of multi-classification for different researches 

 Proposed CNN-LSTM-SA Shone et al., [39] Ieracitano et al., [40] 

Average F1 score 93.26% 87.37% 81.21% 
Accuracy 93.72% 85.42% 87.00% 

 
5. Conclusion and Future Works 

 
In conclusion, this study has demonstrated the effectiveness of various machine learning 

algorithms for network intrusion detection, highlighting the superior performance of the proposed 
CNN-LSTM-SA method over other conventional classifiers. The proposed CNN-LSTM-SA method 
achieved highest F1 scores and accuracy in both binary and multi-classification experiments. By 
leveraging deep learning techniques, the proposed method significantly improved the detection of 
network intrusions, underscoring the potential of integrating advanced machine learning approaches 
in NID systems to strengthen cybersecurity defenses.  

While the proposed CNN-LSTM-SA method has shown promising results, there remains many 
opportunities for further research and development in network intrusion detection. Future work may 
include further investigation on the applicability and performance of other advanced machine 
learning and deep learning techniques, such as GANs, reinforcement learning and transformer-based 
models in the NID systems. Another direction is to research the potential of incorporating explainable 
AI methods to provide insights into the decision-making processes of NID systems, increasing the 
transparency and trustworthiness.  
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