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A Cyber-Physical System (CPS) is a combination of computational algorithms and 
physical processes that are integrated together. Cyber-Physical Systems (CPS) integrate 
computer and communication capabilities with the monitoring and management of 
physical parts, establishing a mutually beneficial interaction between the cyber and 
physical components. Industrial Control System (ICS) is one example of CPS which 
integrates the physical (OT) and cyber domains (IT), which makes them more 
vulnerable to attacks. Two essential characteristics of Cyber-Physical Systems (CPS) are 
safety and security.  Threat models are methods for identifying, analysing, and 
proposing security control countermeasures for threats and their capabilities. 
However, the threat model methods which are used for the traditional IT systems are 
not sufficient as they do not include the physical interactions, consequences and 
impacts to the safety aspects in the Operational Technology (OT). On the other hand, 
a risk assessment analyses attack scenario, examines cybersecurity from the attacker's 
point of view, and gives cost-benefit data to support the expenditure on security 
measures. This study proposes an inclusive attacker’s centric threat model and pro-
active risk assessment model for CPS using Mamdani Fuzzy Inference System (FIS).  The 
outcomes of the threat model prove that the lateral propagation of the threat is 
possible and threat may also propagate from the CPS assets to the IT segment. The risk 
assessment by using FIS shown that the safety and security risk for the CPS is significant 
and calculated as medium level. Hence, the risk factors that are considered in 
calculating the overall risk for a CPS need to be immediately addressed and mitigated.  

 
 
 
 
 
 
 
 
 
 
Keywords: 

Internet of Things (IoT); Cyber Physical 
Systems (CPS) security; Issues in the Industrial 
Control Systems (ICS); Attacks to ICS; CPS 
threat model; Security and safety risk 
assessment 

 
1. Introduction 
 

This paper focuses on security and safety of cyber physical systems (CPS) under the current 
Industrial 4.0 Revolution (IR 4.0). Cyber-physical systems (CPS) mainly refers to next generation 
systems that integrate communication, computation, and control in order to achieve stability, high 
performance, robustness, and efficiency as it relates to physical systems [1]. Therefore, CPS is a 
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physically interconnected system that can be remotely controlled, monitored, and operated with 
real-time perception [2]. 

CPS are complex systems comprising heterogeneous components from communication, control 
and computation, that interact with the physical environment and human life. Examples of CPS 
include smart grids, power grids, IoT and/or sensor networks, autonomous automobile systems, 
medical or healthcare monitoring, process/industrial control systems, robotics systems and 
automatic pilot avionics. These components function seamlessly to offer specific functionalities that 
help enhance human lives, physical system operations and environments. 

Industrial Control System (ICS) is one example of CPS which integrates the physical and cyber 
domains, which makes them more vulnerable to attacks. This is because cyberattacks could target 
Supervisory Control and Data Acquisition System (SCADA) and render the physical domain inoperable 
or because physical devices could be hacked or compromised, which would have an impact on the 
supervisory control system. 

Not only the ICS is vulnerable due to the legacy hardware and known vulnerabilities of the control 
system hardware and devices, the heterogeneity of the CPS has also increased attack landscapes of 
the CPS. In addition, the use of the IoT devices such as the IED in the CPS makes the CPS more 
susceptible to the cyber-attacks [3]. 

Babu et al., [4] discovered that the increased TCP/IP connectivity to the ICS as well as the 
intensified research effort by experts and hackers to identify and fix potential vulnerabilities in 
industrial control systems may cause in increase of ICS vulnerabilities. Mashkina et al., [5] have 
furthermore listed several factors that may add to ICS vulnerabilities such as: 

 
i. Absence or poor protection from illegal access to access components 

ii. Undeclared possibilities of SCADA systems 
iii. Use of wireless communications 
iv. Absence or poor monitoring of the controlling influences 
v. Absence of clear boundaries between different network segments (between corporate 

and industrial) 
vi. Untimely or incorrect updating of the software 

vii. Distribution of Windows as basic operating system for workstations and servers. 
 
Two essential characteristics of Cyber-Physical Systems (CPS) are safety and security. Their 

common objective is to safeguard CPS from failures [6]. According to authors in [2], security is 
described as ensuring the integrity, authenticity, and confidentiality of information through the 
prevention of intentional threats, whereas safety is defined as avoiding operational dangers by 
preventing these unintended threats. 

Availability is one such trait that could lead to conflicts between safety and cybersecurity goals. 
A cyberattack might be prevented by limiting availability, communication, or both. However, 
constant communication and availability protection are needed when a safety function necessitates 
continual control. If the process is frequently stopped by a safety feature, it will cause lost in 
availability. Hence, the safety measure needs to be thoroughly assessed from the perspective of 
cybersecurity if it is thought to be a potential cybersecurity countermeasure.  

Invincible CPS is possible if safety and security can work well together. Issues related to safety 
and security are focusing more and more on CPS, creating new circumstances in which these two 
intricately related problems need now be taken into consideration simultaneously rather than 
sequentially or separately [7]. Unexpected events in a CPS are typically caused by the excessively 
complicated interactions and interdependencies among its various components [8]. 
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1.1 Challenges in Aligning Cybersecurity and Safety in CPS 
 
Cybersecurity primarily concerns itself with safeguarding systems against deliberate 

cyberattacks, whereas safety is concerned with preventing unintended failures in order to avoid 
potential risks. Although they have different areas of emphasis, their goals are identical: to prevent 
the collapse of CPS. Within a Cyber-Physical System (CPS), the integration of safety and security is 
crucial for establishing a robust foundation that ensures the CPS is impervious to harm. However, if 
there is a lack of alignment between safety and security measures, it can result in ineffective 
development and systems that are only partially protected [6]. 

The majority of CPS, especially ICS, rely on legacy systems that do not take cybersecurity into 
account during the design stage. As a result, it is not feasible to replace or update these legacy 
systems to incorporate the latest and standard cybersecurity capabilities. Moreover, the constant 
development of cyber threats requires the continuous adaptation of cybersecurity protocols. The 
rapid advancements in technology may outpace the ability to effectively integrate safety and 
cybersecurity measures. Organizations may face constraints in terms of time, financial resources, and 
expertise to adequately manage safety and cybersecurity threats. Balancing the need for safety and 
cybersecurity alongside other operational demands can be a significant challenge. Ensuring that 
operators have adequate training to successfully handle both cybersecurity and safety events is 
crucial, but challenging. Curiously, humans have the ability to inadvertently generate vulnerabilities 
or imperfections, which can result in detrimental consequences for both safety and cybersecurity.  

The aforementioned difficulties necessitate a comprehensive solution and may entail additional 
expenses for ICS operators, as safety and cybersecurity are addressed in conjunction throughout the 
whole lifecycle of CPS—from its inception and creation to its implementation and upkeep. Therefore, 
it is essential to adopt a practical strategy since the merging of safety and cybersecurity is vital for 
maintaining the entire integrity of CPS. 

The usability features in both the IT and OT segments of the ICS can play a crucial role in aligning 
cybersecurity and safety in the ICS. One way to achieve this is by including human factors into the 
enhancement of usability aspects, in addition to designing and implementing improved usability 
features for all devices, machines, and controllers in the ICS. Ensuring usability is of utmost 
importance in the alignment process, as any compromise in usability might potentially lead to the 
introduction of new cybersecurity and safety issues in ICS. 

This research will demonstrate the alignment of cybersecurity, safety and operational usability 
using a Venn Diagram approach. A Venn diagram is a visual representation that use overlapping 
circles to depict the relationships and common attributes among multiple groups or categories. This 
research will also assess an additional model that aims to demonstrate the correlation between 
security and safety requirements and the usability issues involved in managing physical and cyber-
physical assets in the operational technology (OT) domain. This research specifically focuses on the 
usability element within the OT segment, with a particular emphasis on the Industrial Control System 
(ICS) domain. 

 
1.2 Challenges for Inclusive and Integrated CPS Threat Modelling 

 
Due to heavy reliance on these technological interconnections, common threat actors in an 

Information Technology (IT) infrastructure such as adversaries with malicious intention for example 
nation backed terrorists, business rivals or script kiddies is anticipated.  

However, in a CPS especially in an ICS, unexpected events that may also cause the failures to the 
ICS might possibly cause by the users or insiders inside the Operational Technology (OT) while 
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performing different levels of operational activities on the CPS’s physical or cyber-physical assets. 
According to Xirong Ning et al., [9], a malicious insider might be more dangerous threat to the CPS 
than an external adversary due to knowledge and skills an insider has about the physical and cyber 
system configurations, communication networks and protocols, and their vulnerabilities. 
Furthermore, the physical and logical access control is not applicable for an insider who already has 
legitimate access, and an insider is more capable to carry out attack in stealthier manner without 
triggering any alarm to avoid detection and delay responses. 

The only approach to fully investigate potential negative effects on the ICS information 
environment is through threat modelling [5]. The objective of threat modelling is to give security 
measures an organized analysis of the likely attack pathways so that they can analyse the assets the 
attacker is targeting and, in turn, determine the attacker's profile [10]. However, conventional threat 
modelling techniques designed for Information Technology (IT) systems may not be appropriate for 
Cyber-Physical Systems (CPS) because of significant disparities in their structure, functionality, and 
the types of threats they encounter. This may be due to integration of physical components, 
interconnectedness and interdependencies and human machine interaction.  

Even though the unification of the security and safety aspects in a CPS threat model  is still lacking 
[7], there is a positive development in integrating both security and safety elements in the current 
research. However, most of the proposed models are asset-based, which are concentrating on the 
interdependencies and interconnectivities of the critical assets. Due to insufficient consideration to 
the system’s dynamic and under-estimation of human error, thus may cause inefficiencies in 
predicting and evaluating the threat and the associated risks. Current CPS threat models also are 
lacking of physical to cyber-attack propagation which is due to inappropriate human-machine 
interaction due to the lack of good practices in the usability aspects in the physical and cyber physical 
assets.  

This research proposes a novel threat model that focuses on the attacker. The choice to utilize an 
attacker-centric threat model in the analysis of threats in a Cyber-Physical System (CPS) is driven by 
the need to understand and mitigate potential hazards resulting from deliberate and malicious 
actions. An attacker-centric threat model focuses on realistic scenarios in which persons with bad 
intent and varied motivations may target the system with the goal of compromising it. This approach 
facilitates a more precise and practical understanding of potential hazards, as it considers intentional 
hostile actions. 

In this study the link and the relationship between the security, safety and ICS’s assets usability is 
investigated. It is hypothesized that the manipulation of an ICS physical or cyber-physical asset’s 
operational usability not only might cause danger and hazards but may also compromise the system’s 
security aspects. This may weaken the security measures of the CPS, which may put the CPS more 
vulnerable to remote cyber-attacks. Considering the relationship between the two said aspects, 
further, we are developing a threat model for CPS which incorporates both security and safety 
aspects in a CPS, particularly ICS.  

 
1.3 Problem Statement 

 
The adoption of emerging technologies such as the Industrial Internet of Things (IIoT) has led to 

a heavy reliance on technological interconnection and interconnectivity in Cyber Physical Systems 
(CPS) and Industrial Control Systems (ICS). As a result, these systems have experienced a significant 
increase in potential vulnerabilities and risks to their operations. The ICS threat landscape is dynamic 
and will continue to change over time. Therefore, the current guidelines and areas of focus may not 
be effective in dealing with future attack patterns. Moreover, the presence of ICS-targeted malicious 
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software provides attackers with additional leverage to inflict disruptions and damage to the ICS.  
The intricate nature of the interactions and interdependencies among the many components of 

a CPS often leads to unforeseen outcomes [31]. Due to the substantial reliance on these technological 
connections, it is anticipated that many threat actors, including individuals or groups with ill 
intentions, corporate competitors, state-sponsored terrorists, and inexperienced hackers, will be 
present in an IT infrastructure. Conversely, unforeseen events, especially within an ICS, can also lead 
to failures in a CPS. These occurrences can be attributed to either users or insiders within the 
Operational Technology (OT) who are engaged in different operational activities involving the actual 
or cyber-physical assets of the CPS. According to Xirong Ning et al., [9], insiders possess extensive 
knowledge and skill regarding the setups of physical and cyber systems, communication networks, 
protocols, and other weaknesses. This makes them potentially more harmful to the CPS than external 
attackers. Furthermore, as insiders already possess permitted access, they are exempt from both 
logical and physical access control measures. Conversely, those with privileged access can carry out 
attacks in a more discreet manner, without arousing suspicion or triggering any warning signs, so 
evading detection and causing delays in reaction. Some notable gaps in the current research in 
addressing the problem statements are: 

 
i. Risks connected with the user-technology interaction in terms of usability is inadequately 

addressed. There is a significant lack in assessing the propagation of threats from physical 
or cyber physical assets to digital assets. Hence, the main objective of this work is to 
analyse and develop a relational model that investigates the correlation between security, 
safety, and operational usability (SSOU) in a Cyber-Physical System (CPS). 

ii. Evaluation of risks based on human-centric for an inclusive threat model for CPS is lacking. 
The danger posed by individuals working in the IT or OT sector of the CPS can be 
demonstrated by integrating human factors into the threat modelling of the CPS. This 
study aims to fill the current void by presenting a thorough and inclusive human-centric 
threat model (ITM) for security and safety. The model takes into account the spread of 
threats among nodes and links, the involvement of threat sources and actors, and the 
interaction between assets and threat actors in a Cyber-Physical System (CPS). 

 
2. Related Work 

 
Cyber-physical systems, in contrast to software-based ones, have a wider range of hardware, 

software, and communication components that perform a physical task, necessitating the 
involvement of a wider range of stakeholder groups, such as operators dealing with physical 
processes or more heterogeneous development teams with different backgrounds in addition to IT 
or OT system operators. Consequently, threat modelling techniques, which have primarily been 
created for software, should be modified to account for the stakeholder structure of CPS systems 
[11]. Threat models are methods or frameworks for identifying, analysing, and proposing security 
control countermeasures for threats and their capabilities. Threat models may be attacker-centric, 
focused on the opinions, objectives, motives, and behaviours of the attackers [12].  

In this study, a literature review was carried out and three research questions were developed 
while synthetizing the current literatures of CPS threat model which are: 

 
RQ 1: What are the threat models (TM) methods in Cyber Physical System (CPS) available 

currently?  
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RQ 2: Is the relationship between security, usability and safety in the CPS demonstrated in the 
TM? 

RQ 3: Do these TMs show some degree of unification of safety and security assessments in the 
CPS? 

 
Vasilyev et al., in [13] has proposed an automated modelling of a set of prospective incidents 

enables information extraction regarding infrastructure flaws, the most dangerous vulnerabilities, 
and potential flaws in system components. It also enables identification of the most effective attack 
scenarios and evaluation of the enterprise impact of those scenarios. A cognitive map-based model 
of the risks related to information security is proposed in by Mashkina and Garipov in [5]. In this 
model, the potential points of attack on significant assets are identified. The vulnerabilities 
connected to each attack penetrating path are found, exposing the ICS system. The model  is then 
used for a quantitative study of information security risk assessment in an ICS.   

A dependency-based, domain-neutral method for assessing cybersecurity risk is proposed by 
Akbarzadeh and Katsikas in their paper [8]. In order to establish effective security controls, the 
suggested method prioritises potential attack vectors against essential components of a CPS by 
considering the attacker's point of view. A Bayesian network based cyber-security risk assessment 
model to dynamically and quantitatively assess the security risk level in SCADA networks is proposed 
in [14]. The main contribution of the research is to visualize the inter-dependencies between the links 
and assets involved in particular attack graph propagation.  

By using the graphical bow-tie diagram methodology to replace the threat model, Bernsmed et 
al., in [15] aims to close the gap between safety and security during risk assessment. In this study, a 
use case in the maritime business was carried out. Bow tie diagram in showing the cause and effects 
be combined with other existing TM methods such as attack graphs is used to visualized the threat, 
consequence and the assets affected. Programmable Logic Controller (PLC) is used to illustrate the 
specific process that users follow when doing security-related operations [16]. While also taking into 
account the unique process-related needs crucial to ICS utilisation, the dangers against an existing 
security-usability threat model for IT systems are examined. 

CPS testbed equipped with actual industrial controllers and communication protocols from real-
world A industries is built as part of an integrated model-based methodology for CPS security risk 
assessment is developed by Tantawy et al., in  [17]. An exothermic Continuous Stirred Tank Reactor 
(CSTR) is monitored and managed by the testbed in real-time simulation. The authors have 
considered cyber-attacks in the test bed by using a TM adapted from attack tree model. Experimental 
results have shown that hazard development time and its impact to the CPS cyber-security design 
need to be considered. The outcomes from the study have also concluded that there is a very high 
dependency between cyber and physical systems; which supposed to be considered in designing 
integrated and secure CPS.    

A summary of the related research is presented in Table 1. To this date, the research of unification 
in the CPS’ the security and safety aspects is lacking, as presented in Table 1. And so far, there is no 
inclusive (considering all the RQs in this research) threat model available to assess CPS security and 
safety.  
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Table 1 
Summary of the related work in the literature review 

No Publisher, 
year 

Title RQ 1 
 

RQ 
2 

RQ 
3 

[14] IEEE, 2017 
Web of 
Science 

Application of Bayesian Network to Data-Driven Cyber-
Security Risk Assessment in SCADA Networks 

Bayesian Network NO YES 

[15] Springer Link, 
2018 
Web of 
Science 

Visualizing Cyber Security Risks with Bow-Tie Diagrams Bow-Tie Diagram  NO YES 

[16] 
 

ACM, 2021 
Google 
Scholar  

Vision: Security-Usability Threat Modelling for Industrial 
Control Systems 

STRIDE NO YES 

[17] ELSEVIER, 
2020 
Web of 
Science 

Model-Based Risk Assessment for Cyber Physical Systems 
Security 
 

 Attack Tree & 
Formal Model 

NO 
 
 

YES 

[13] IEEE, 2021 
IEEE Explore 

Cybersecurity Risk Assessment Based on Cognitive Attack 
Vector Modelling with CVSS Score 

Attack Graph 
 

NO 
 

YES 
 

[5] IEEE, 2018 
IEEE Explorer 

Threats Modelling and Quantitative Risk Analysis in 
Industrial Control Systems 

Cognitive Graph YES YES 
 

[8] Springer Link, 
2022 
Web of 
Science 

Dependency-based security risk assessment for cyber-
physical systems 

Attack Path 
Analysis 

NO YES 

 
While the current studies in securing the CPS have already considering the interdependency 

aspects of the assets and link by realizing the tight coupling between the cyber and the physical 
system, a thorough investigation of the relationship between the security, safety and operational 
usability aspects is yet available. Even though some of the current TMs applied in CPS are adopting 
the models that are used in software-based system such as STRIDE and attack tree, an inclusive model 
which supposed to demonstrate the interactions between all the important entities in an CPS is still 
lacking.  

The different approaches employed elucidated the adaptability to accommodate 
interdependencies and intricacies in CPS. In conclusion, irrespective of the approach employed to 
represent the threat, the authors have successfully accomplished the primary goal of integrating and 
consolidating safety and security elements into a single threat model, taking into account the assets 
and interconnections of Cyber-Physical Systems (CPS).  

Nevertheless, the techniques proposed by the authors solely depict the propagation of 
cyberattacks to physical systems. The potential for threats originating from the operational 
technology (OT) segment of cyber-physical systems (CPS) is often overlooked in existing literature. 
Therefore, this study recognises the existing deficiency and aims to address it by introducing a threat 
model that demonstrates potential 'bottom-up' threat dissemination from the Operational 
Technology (OT) to the Information Technology (IT) segment. Hence, this study is proposing an 
inclusive model which includes the interaction between the insiders and the CPS assets and 
demonstrating the link between the safety aspect and security which may be beneficial to CPS 
operators while considering the digitalization of the physical assets in their respective CPS, 
particularly ICS. 
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3. Development of CPS Knowledge Base 
 
The objective of this research is to develop a security and safety model for CPS particularly the 

ICS. This model is then used as underlying idea of CPS proposed threat model. At the initial stage of 
the study, the problem statement was developed by using systematic literature review (SLR) using 
keywords such as Internet of Things (IoT), Cyber Physical Systems (CPS) security, issues in the 
Industrial Control Systems (ICS), attacks to ICS, CPS threat model and security and safety risk 
assessment. Current cyber-security framework NIST, Mitre ATT&CK, CISA and SANS were also 
referred as part of the literature process. The problem statement and current state for the issues 
mentioned above were confirmed with the stake holders whom are involved in the research area. In 
this study, Expert Review Method was adopted in the process. Table 2 presents the respondents in 
the interview sessions.  

 
Table 2 
List of respondents and interviews’ key takeaways         

No Industry Key Takeaways 
1 Process Engineer 

Chemical Plant 
Negligence in performing the task is very minimal due to high awareness to the 
safety aspects 

2 Mechanical Engineer 
International Port 
Operation 

The movement of the containers going in an out of the port is closely using tight 
surveillance system which consist of advanced IED and security cameras. Most of 
these devices are installed and maintained by different vendors.  

3 Automation Industry Some operators opt not to secure the control system assets using password due 
to inoperable maintenance 

4 PLC Operation Expert Many ICS operators have migrated to Industrial PC (IPC) to replace the 
conventional PLC in the OT segment 

5 Failure and Test Engineer 
Semiconductor Industry 

The security aspect in the OT segment is quite tight and proper access control is 
implemented, however it is totally controlled by different party. 

6 Process Engineer, 
Semiconductor Industry 

Standard of operations and standard of conditions must be strictly followed to 
ensure the quality of the processes’ outputs.  

7 Project Engineer,  
Local Oil and Gas 
Company 

Safety is the utmost importance in an OT site for oil and gas and all the workers 
are consistently reminded about their safety 

8 Turnaround Project 
Engineer, 
Oil & Gas exploration and 
production / processing 

There is some degree of awareness of the controllers’ vulnerability and was 
informed that the company’s cyber-security system is resilient. 

9 Facilities Shutdown 
Manager 
Oil & Gas exploration and 
production / processing 

Dealing with quite number of projects/ events in Upstream Gas; required high 
commitment, focus, multitask and very strong technical skills and experience. 

 
Majority of the respondents are the experts in handling the control systems or have some degree 

of involvement in different fields of manufacturing industries such as automations and 
semiconductors and wafers, local and international oil and gas industries, established international 
port industry and established chemical plant in Malaysia. The questions for the interviewees were 
formulated by Mockel [18] and Li et al., [16] and also from the input of the current research and 
studies and also the existing frameworks. Some significant incidents in the CPS were also considered 
as the input in developing the interview questions. The analysis of the interviews’ data was designed 
based on “thematic” method which was developed by Braun et al., [19]. In qualitative research, 
thematic analysis is common because it places a strong emphasis on spotting, deciphering, and 
understanding qualitative data patterns. The findings from this process are used in classifying the 
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threat actors and threat events in a CPS. For this purpose, Threat Actor Matrix and Threat Events 
Matrix are developed before proceeding to the next phase which is developing the Threat Model. 
The flow of this process is described in Figure 1. 

Some common inputs and themes from different industries:  
 

i. All engineers are aware of the safety aspects in the OT. These safety aspects are made 
available, published and emphasized many the times in the OT. 

ii. The engineers, technicians and operators do not receive any security alerts from the IT 
team. 

iii. IT and OT operations are totally in the different portfolios 
iv. Depending on the industry, there are understandable policies of using own devices, 

accessing the files and uploading and downloading documents in the company networks. 
v. Remote access capabilities are essential in all industries 

vi. Ineffective passwords management is deterring efficient control systems updates and 
maintenance 

 

 
Fig. 1. Flow of the study in developing the knowledge base for CPS threats 

 
3.1 Alignment of Security and Safety via Usability for CPS 

 
The impacts from the past cyber-attacks on CPS especially ICS has been proven catastrophic on 

the physical systems. This is an evidence of the direct relationship between security and safety in an 
ICS [20]. The failure to properly secure the IT segments from intentional cyber-attacks has caused 
hazards in OT segment which will lead to loss to the availability of the process, may contaminate the 
environment or cause loss of human lives. A lot of security requirements have been deployed to 
address security issues in the cyber domain, however the applicability of the same requirements in 
the OT segment has demonstrates some degrees of intricacy due to the complicated cyber-physical 
interactions [21]. 

Since the processes in an ICS are heavily dependent on the automation using the controllers, the 
usability of the assets in the IT and OT segments should not exclude the security and safety aspects. 
The usability is usually important while considering the security aspects in developing a software or 
an IT system [16]. Meanwhile in a CPS, the usability of the OT assets is equally important as in IT 
segment. 

 However, in reality, certain procedures or standard operating flows may be bypassed or 
neglected by the operators such as engineers or technicians in order to expedite certain processes. 
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This, may cause direct or indirect effect to the system’s safety and security aspects. For example, by 
using default usernames and passwords to control certain processes and by giving general access 
privileges to the operators to operate control system such as PLC will open up the opportunity to the 
unauthorize personnel to change the ladder diagram or the program, thus will cause disruption to 
the physical processes. Other possible scenario that may cause indirect effect to safety is when the 
operational usability compromises the system’s security and creating an opportunity for the cyber-
attacks to be carried out remotely by the adversary in order to achieve the ultimate objective, which 
is to cause failures to the ICS.  

Gerson [22] has defined usability as “ the ease of use and learnability of a human-made object. 
The object of use can be a software application, website, book, tool, machine, process, or anything a 
human interacts with”. In this study, the usability aspect (in the OT segment) is studied and the safety 
and security risk imposed by this aspect is investigated. This will lead to the assessment of the 
behaviour of the users in the OT segment, which is considered as another threat actor in the CPS 
threat model. The relationship between these three aspects is visualized in Figure 2. The figure shows 
the relationship between security, safety and usability in IT and OT context. The diagram also showing 
the parameters which are involved in each realm. 

This paper's notion of usability is derived from an examination of usability in secure software 
applications [18]. Since usability and security in IT systems have been shown to be closely related, 
the same may hold true for OT systems with a small variation in the architecture. The proposed model 
in Figure 2, has suggested the most important parameters in each aspect. In an IT segment, the 
utmost importance is to prevent cyber-attacks by strictly following the security protocols so that the 
confidentiality, integrity and availability of the data is guaranteed. At the same time, the users in the 
segment should also agree to the usability aspects of the IT assets to avoid security conflicts in the 
respective domain which can be achieved by series of effective trainings and clear instructions.  

On the other hand, for the OT segment, safety is the key parameter to consider. Any neglect in 
the Standard of Procedures (SoP) and Standard of Condition (SoC) may cause loss in human lives and 
damage in the environment which may lead to the uncontainable impact. The said neglection may 
be due to the usability conflicts in the OT physical assets. In this study, manipulation of usability in 
the OT and its consequences to the system’s security aspects is highlighted.  

Due to the interdependencies between the IT and OT segments, CPS must consider both aspects 
towards reliable data and physical processes. From Figure 2 it is demonstrated that the overlapping 
or the linkage between security and safety is possible by means of the usability aspects. By 
considering these three aspects in the CPS design stage, dependable and invincible CPS might be able 
to materialize.  

The alignment of CPS safety and security requirement has been highlighted by the authors in [20]. 
The research has concluded that safety and security requirement may be in-line, conflicting or has 
no effect on each other. Thus, an integrated requirement analysis method is proposed in the research 
to resolve safety and security conflicts.  
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Fig. 2. The proposed model showing 
relationship in between security, safety 
and usability in CPS 

 
4. Research Methodology 

 
The work in this study has introduced security, safety and usability and proposed an inclusive 

threat model models in order to achieve invincible CPS, particularly ICS. The objectives of the models 
are to show how the security and safety in an ICS is intertwined and affecting each other by 
manipulation of the usability aspects in the OT segments. Based on the knowledge that have been 
developed in the previous section, Security, Safety and Operational Usability (SSOU) model and 
Inclusive Threat Model (ITM) for CPS are proposed. 

The linking of the security safety and usability aspects in handling physical and cyber-physical 
assets in the OT and the alignment of CPS safety and security requirements are demonstrated by 
using Venn Diagram and a relationship model respectively. The diagram depicted in Figure 2 consists 
of three fundamental elements that form the basis of an invincible Cyber-Physical System (CPS).  

The relationship model shown by the Venn Diagram in Figure 2 clarifies the overlapping concept 
between usability and security in the IT field, whereas the overlapping concept between usability and 
safety is noticed in the OT field. While the IT and OT segments may have slightly distinct usability 
objectives, it is crucial to prioritise robust usability in both. Hence, usability is a mutual objective for 
both categories. Usability, security, and safety are interconnected aspects of an Industrial Control 
System (ICS). The incorporation and execution of usability can exert a significant impact on the 
security and safety of an ICS. An all-encompassing strategy is required to attain a harmonious 
equilibrium among usability, security, and safety while creating and operating an ICS. An optimal 
solution takes into account the particular requirements of the industrial environment, ensuring that 
enhancements in usability result in a favourable effect on the overall security and safety of the 
system. 

Aligning cybersecurity and safety concerns is crucial in guaranteeing the highest security, safety, 
and usability of the CPS domain. This entails safeguarding the system against any attacks that may 
jeopardise its security, mitigating any adverse consequences arising from security breaches, and 
guaranteeing efficient and secure interaction between humans and machines. Additionally, it is 
crucial to minimise the impact of usability manipulation on the security and safety of the CPS.  

Organisations can strengthen the cohesiveness and resilience of Cyber-Physical Systems by 
aligning security and safety requirements through the adoption of common goals and shared 
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principles. Considering the interaction between security and safety issues in an integrated strategy 
improves the overall resilience of the CPS. To achieve this integration and alignment, it is necessary 
to enhance the usability elements of the cyber physical and physical assets and devices in the OT 
segment. Usability considerations can potentially fulfil five typical security and safety needs in a CPS. 
The requirements include access control, authorization and authentication, physical security 
measures, emergency and incident response planning, monitoring, and interdisciplinary integration. 
Table 3 and Figure 3 provide a comprehensive summary of the standard requirements and 
recommended usability good practice. 
 

 
Fig. 3 The relationship between usability safety and security 
requirements and its alignment in CPS 

 
Table 3 
Non-Conflicting Cybersecurity and Safety Requirements for CPS 

CPS safety and security requirements Good Practices of Physical Assets 
Usability 

Good Practices of Cyber Physical 
Assets Usability 

Access Control, Authentication and 
Authorization 

Interoperability and Integration Security Awareness in the design 

Physical Security Measures Clear and Intuitive Interfaces Intuitive User Interfaces 
Emergency and Incident Response 
Planning 

Minimal Cognitive Load Effective Data Visualization 

Monitoring  N/A Remote Monitoring and Control 
Interdisciplinary Collaboration and 
Integration 

Interoperability and Integration Interoperability and Integration 

 
The threat model is developed in 5 different phases (Figure 4); which are identifying the CPS 

domain, listing important and critical assets, evaluating potential external and internal attackers, 
finding possible threats events which might be triggered by the attackers and assessing the 
propagation path as presented in Figure 2. 
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Fig. 4. Threat Modelling Process 

 
4.1 PHASE 1 - Identification of the CPS Domain: Industrial Control System (ICS) 

 
When it was first developed, Industrial Control Systems (ICS) resembled conventional information 

technology (IT) systems only slightly. Essentially, ICS were separated systems that used specialised 
hardware and software to execute proprietary control protocols. Numerous ICS components were 
installed in physically secure locations, and they weren't connected to any IT networks or systems. 
However, nowadays, as more remote functionalities are introduced for seamless accessibilities and 
control to the OT, the ICS are much more connected to the Internet. Hence, the ICS has been more 
exposed to cyber-attacks. Figure 5 represents a typical ICS topology proposed by Trend Micro.  

 

 
Fig. 5.  A typical ICS topology as suggested by Trend Micro [23] 

 
4.2 PHASE 2: Evaluating Typical ICS Assets 

 
Critical infrastructure is built on top of highly specialised ICS. The physical processes that these 

operational technology systems regulate are directly connected to them. An ICS typically consists of: 
 

i. A sensor:  A device that generates an analogue signal in response to a physical attribute 
being measured. 

ii. Actuator: Changes industrial control procedures based on input from controllers. 
iii. Controller: Directs actuator inputs using algorithms that are informed by sensor outputs. 

PHASE 1
Identify the CPS 

domain/system under 
study 

PHASE 2
List the important and 

vulnerable assets

PHASE 3 
Evaluate potential 

external threat actors 
and insiders

PHASE 4
Find the possible threat 
event/s triggered by a 

threat actor

PHASE 5
Asses the propagation of the attack paths 
and dependencies between the assets and 

segments 
Publish the threat model
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iv.  Human Machine Interface (HMI): a hardware-and-software solution that enables 
operators to communicate with system controllers.  

v. Programmable Logic Control (PLC): The main controller to give regulatory control and 
control certain applications and typically, ladder logic or ladder diagrams are used to 
program the PLCs. 

vi. Supervisory Control and Data Acquisition (SCADA): A centralized data gathering and 
supervisory control to regulate the scattered assets in an ICS. 

vii. Industrial Control Networks (ICN): Simple Mail Transfer Protocol (SMTP), Post Office 
Protocol (POP), and Internet Message Access Protocol (IMAP) for electronic mail, 
Hypertext Transfer Protocol (HTTP) and Hypertext Transfer Protocol Secure (HTTPS) for 
the Internet, and File Transfer Protocol (FTP) for file transfers are all commonly used by 
enterprise operating systems. Traffic on the control network is typically restricted to ICS 
command and control protocols like Modbus. 

 
4.3 PHASE 3: Potential Threat Actors (TA) 

 
In the proposed threat model, the potential attackers (in this paper are called as the threat actor 

,TA) are divided into two categories, which are malicious external adversaries which will likely to 
launch cyber-attacks against the ICS and insiders in the OT segments. The profiling of the TA is very 
crucial to show the intention and capability of the adversaries as well as to demonstrate interaction 
between the stakeholders and the assets in the CPS, which might increase the security and safety 
risks in the ICS. The TA score is also an important element that will be considered in the risk 
quantification. The classification of the potential attackers (TA) is conducted through a thorough 
process during the systematic literature review (SLR), past incidents, existing framework such as 
MITRE ATT&CK [24] and National Institute of Standards and Technology, NIST [25] and series of the 
interviews with the stakeholders in the CPS such as cyber-security expert and analyst, and engineers 
in the CPS environment from various industries. According to Al Majali et al., [26] the likelihood of 
the TA for adversaries can be profiled and quantified according to their intend, capability and 
targeting. Table 4 represents the metric of the potential attackers in an ICS based on the NIST 
framework. However, for the TA which are categorized as the ‘insiders’ no standard metric for 
profiling is yet available especially for CPS, hence in this research we are modifying the existing 
profiling metrics for the insiders based on the NIST framework as presented in Table 4. The ability of 
all TA to access the OT level based on the Purdue model [27] is also considered in the metrics. The 
metrics will be used in quantifying the Attacker’s Score as part of risk calculation.  
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Table 4 
The Modified Threat Actor Characteristics Metric adapted from NIST [25] 

Threat Actor (TA) Intent Capability Targeting Purdue OT Level 
Access 

High | Medium | Low High | Medium | Low High | Medium |Low High | Medium | Low 
Adversary with 
malicious intent 
attacking directly 
to the OT 
segment  
 
(TA 1) 
 

The intention of the 
adversary is very 
clear which is to 
cause failure to the 
ICS 
 
HIGH 

The adversary a very 
high-level expertise 
and may have some 
substantial 
experience. The 
adversary is also well 
resource and is 
capable to launch 
several successful, 
persistent and 
coordinated attack 
 
HIGH 

The adversaries make 
use of the available 
information which is 
available publicly to 
persistently targeting 
high value 
information or assets 
 
HIGH 

The adversaries may 
not have physical 
access to the  OT level 
access but can  initially 
virtually access OT L3 
 
L3 (MEDIUM) 

Adversary with 
malicious intent 
attacking through 
the enterprise             
 
(TA 2) 

The adversary seeks 
to obtain or modify 
specific critical or 
sensitive information 
or usurp/disrupt the 
organization’s cyber 
resources by 
establishing a 
foothold in the 
organization’s 
information systems 
or infrastructure.  
 
HIGH 

The adversary has a 
very sophisticated 
level of expertise, is 
well-resourced, and 
can generate 
opportunities to 
support multiple 
successful, 
continuous, and 
coordinated attacks 
 
HIGH 

The adversary gains 
some useful 
information through 
reconnaissance and 
scanning (using 
Shodan) and 
persistently target 
the critical OT’s 
hardware and 
network 
vulnerabilities. The 
adversaries are also 
interested in the 
types (such as 
brands) of the assets 
in the OT and 
targeting legacy 
devices 
 
HIGH 

The adversaries do not 
have physical access 
to the  OT level access 
but can access the OT 
network at L3 through 
lateral attack 
propagation from the 
enterprise network 
 
L3 (MEDIUM) 

Insider with 
malicious 
intention 
 
(TA 3) 

The Insider is a 
dissatisfied or 
disgruntled 
employee who has a 
very strong motive to 
cause ICS failure 
 
HIGH 

Knowledge and skills 
about the physical 
and cyber system 
configurations, 
communication 
networks and 
protocols, and their 
vulnerabilities. 
 
HIGH 

The insider is able to 
carry out attack in 
stealthier manner 
without triggering 
any alarm to avoid 
detection and delay 
responses. The 
insider is able to 
study the system 
thoroughly and 
decide the most 
critical and impactful 
asset to attack. 
 
HIGH 

The insiders do have 
physical access to the   
OT level (0 to 3) 
 
HIGH 
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Negligent Insiders 
             
(TA 4) 

The Insider might be 
an 
engineer/technician/
operator who have 
been working for 
many years and has 
been manipulating 
the usability of the 
physical or cyber-
physical assets 
 
MEDIUM 

TA might have high 
knowledge and skill 
 
MEDIUM 

Due to lack of 
awareness or 
costing/budgeting, 
negligent insiders 
intentionally bypass 
certain SoP and SoC 
to expedite certain 
procedures or 
processes 
 
HIGH 

The insiders do have 
physical access to the   
OT level (0 to 3) 
 
HIGH 

Accidental 
Insiders 
 
(TA 5) 

The Insider might be 
engineer/technician/
operator who 
unintentionally 
trigger a certain 
security or safety 
events  
 
LOW 

TA might have high 
knowledge and skill 
 
MEDIUM 

Due to certain 
unexpected scenario 
or lack concentration 
on a certain 
procedure, unwanted 
events may occur 
 
LOW 

The insiders do have 
physical access to the   
OT level (0 to 3) 
 
HIGH 

      
4.4 PHASE 4: Evaluating the Threat Events (TE) 

 
Based on the study carried out by the authors in [8], the threat events will be evaluated based on 

Vulnerability (V) and current Control (C) available such as regulation, mitigation and solution to the 
threats. Vulnerabilities of the system (V) is categorized intro three different levels which are High (H), 
Low (L), and Medium (M). Control (C) such as mitigation, regulations or solution to the particular 
possible TE is also considered as one factor for the TE to materialize which can be defined as Proven 
to be Efficient (E), Not Efficient /Restricted(R) or Not Applicable (NA). The metric of the TE that is 
proposed in this work is presented in the Table 5. 

 
Table 5 
Possible Threat Events (TE) Initiated by the identified Threat Actors (TA)  

 Vulnerability Control 
 

Level & Score High Medium Low E R N/A 
 
 

Manipulating Remote Access to manipulate PLC settings or access 
confidential files which are shared in a server 

High E 

Targeting the Windows Systems’ unpatched vulnerabilities to gain access High R 
Launching spear phishing attacks targeting public facing PC or staff PC in the 
enterprise network 

High E 

 Attacking the OT networks by using control system’s hardware (e.g. SCADA) 
known vulnerabilities  

High R 

Targeting the hardcoded credentials and manufacturer settings of the 
legacy devices  

High 
 

NA 

Launching MiTM to the RTU (Attack to the OT network) High E 
Launching attacks through the IoT devices in the OT segment High R 

 Disabling the safety sensor/alarm to expedite certain physical processes Medium E 
Infecting the controllers/HMI with Trojans High R 
Purposely changing PLC’s ladder diagram to disrupt the physical process or 
to interrupt the safety  

Medium E 

Putting illegitimate IoT devices physically in the CPS for example camera or 
CCTV for spying purpose 

High E 

Factors TE 

TA
 1

 
TA

 2
 

TA
 3
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Giving information about the PLC program to an outsider with an ill-
intention 

Medium R 

 Do not apply a regulated access control for the control system equipment 
such as PLC or SCADA or HMI. 

High E 

Disabling the safety sensor/alarm to expedite certain physical processes High E 
Using personal USB stick (may contain virus) to retrieve work related data. High E 
Do not follow password requirement especially for controllers’ access Medium E 
Not changing the default configuration settings of the devices or application High R 

 
 

Unintentionally using a laptop with Trojan and connect it to the controllers’ 
interface or other types of HMI 

High E 

Using personal USB stick (may contain virus) to retrieve work related data. 
Since some control system has been using Industrial PC (IPC), which 
contains malicious code to delete or modify data 

High E 

Accidentally clicking on Phishing e mail while using the OT networks High E  
Accidentally putting in wrong input to the HMI or the controller Medium NA 

Threat actor 1 (TA 1): Adversary with malicious intent attacking directly to the OT segment, Threat actor 2 (TA 2): 
Adversary with malicious intent attacking through the enterprise, Threat actor 3 (TA 3): Insiders with malicious intention, 
Threat actor 4 (TA 4): Negligent Insiders, Threat actor 5 (TA 5): Accidental Insiders 

E: Exist, R: Restricted, NA: Not Available 
Low: 0 – 0.33, Medium: 0.34 – 0.67, High: 0.68 – 1.00)  

 
4.5 PHASE 5: Assessing the Propagation of the Attacks and Dependencies between the ICS assets 

 
Creating a threat model requires a critical step that involves explaining potential threats in terms 

of attack propagation. The attack propagation in this model is visualized using a flow chart to 
demonstrate an attack which possibly initiated by an adversary with malicious intention as presented 
in Figure 5.  

 
Scenario 1: The adversary is attacking the OT segment in an ICS through the IT/Business Networks 

 

 
 
 
 
 

TA
 5

 
TA

 4
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Scenario 2: The adversary is attacking the OT segment in an ICS by remote access through VPN 
 

 
 

Scenario 3: The adversary is attacking the OT segment by manipulating the ICS critical assets 
 

 
Fig. 6. Examples of the threat propagation and dependencies of the ICS assets 

 
5. Discussion and Analysis 

 
An inclusive threat model is achieved once all development phases have been completed. An 

attackers’ centric threat model (TM) is constructed by visualising the propagation of the attack path. 
The TAs which are categorized into ‘adversaries with malicious intent’ and ‘insiders’ are chosen as 
the main criteria of this TM due to the complexity of the attack vectors in the ICS.  

 The adversaries with malicious intent can be nation-backed terrorist, business rival or even 
script kiddies, may be able to attack the ICS through the enterprise network or directly to the OT 
segment. The main objective of getting into the enterprise network is to gain access, to steal some 
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important credentials for privilege escalation or to set ‘foot hold’ in the network for spying networks’ 
activities. Once the adversary has gained access in the enterprise network and gain some important 
credentials of the OT network, the adversaries can start attacking the OT. The lateral propagation of 
the attack from IT segment to the OT segment is illustrated in Figure 7. 
 

 
Fig. 7. Lateral threat propagation by the adversaries 

 
Due to the convenience of the remote access features, the adversaries may also leverage this 

technology to gain access to important files which is stored in the enterprise servers. Furthermore, 
some PLCs data and information are available in the data historian, hence introducing another 
opportunity to the adversary to reprogram or manipulate the process flow in the PLCs. Once the PLCs 
been reprogrammed maliciously, the physical processes in the OT segment might be affected. 

Direct attack to the OT system is usually leveraging the known vulnerabilities of the SCADA. Also, 
due to the heterogeneity of the ICS hardware and devices and also communication technology, such 
as IoT devices, the attack vector in the ICS has significantly increased. For example, vulnerabilities of 
the IoT devices can be exploited by the adversaries as a ‘proxy’ to attack its own OT network and may 
affect the physical processes. Not only that, the adversaries may also use the OT network to 
propagate to the physical process or change the OT’s safety requirement due to the interconnectivity 
technologies that are implemented in an ICS. In summary, the advantages adversaries with malicious 
intent have can be listed below: 

 
i. Increased CPS attack landscapes and size of the logical and physical size of the CPS 

ii. Increasing known vulnerabilities databases 
iii. Increased attack sophistication with available tools online 
iv. More Internet of Things (IoT) devices are used in CPS setting such as IED, smart sensors 

and surveillance camera.  
 
Insiders are also considered as the TAs in the TM. Three types of insiders are considered in this 

study which are malicious insiders, negligent insiders and accidental or unintentional insiders. One 
common advantage the insiders has is physical presence and their interaction with the assets in the 
OT. A criterion that is discussed in this study is the operational usability aspects of the physical and 
cyber-physical assets in the OT. The operational usability or behaviours of the insiders may cause 
direct or indirect hazards to the OT system and the surrounding environment. For instance, disabling 
the safety alarm to expedite certain processes might compromise the OT safety aspects. On the other 
hand, hazard might happen indirectly if cyber-physical system such as the HMI is infected with virus, 
malware, spyware or Trojan. This will give the opportunity for the adversary to launch attack against 
the ICS remotely. Advantages a malicious insider has can be concluded as below: 
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i. Physical presence 
ii. Wider windows of opportunity 

iii. Significant and substantial amount of knowledge about the operations and process 
 
The proposed TM is able to show the effect of operational usability manipulation to the system’s 

security. As defined earlier, security is to protect the system from the intended malicious cyber-attack 
and behaviours of the insiders in the OT segment may compromised the security. Figure 8 shows how 
the manipulation of the cyber-physical assets in the OT can create an advantage for the adversary to 
launch the attack remotely. The TM has shown possible ‘bottom-up’ threat propagation from the OT 
to the IT segment.  
 

 
Fig. 8. Threats from infected cyber-physical devices to 
the other segment (bottom-up propagation) 

 
The possible attack from the infected IoT devices in the OT network to its own network or to the 

adjacent network is also demonstrated by the TM.  The proposed complete and inclusive threat 
model is presented in Figure 9. 
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Fig. 9. The proposed inclusive threat model for ICS 

 
6. Using Inclusive Threat Model as a Tool for Inclusive Risk Assessment 

 
As for the further work, the proposed threat model will be used as a model to assess security and 

safety risks in an ICS. A risk assessment metric which will include both security and safety aspects of 
an ICS will be developed as a reference for ICS stakeholders. A semi-quantitative security and safety 
risk assessment formula might be useful during the decision making while implementing safety and 
security threats counter-measures or mitigation system. In proposing an inclusive and quantitative 
risk assessment for ICS, certain factors need to be considered such as overall likelihood and TA score. 
The authors in [28] has proposed formula for Cyber-Security risk assessment as the function of overall 
likelihood and impact. However, the TA score as the result of interaction between the insiders and 
the OT assets was not considered in their study. Hence, in this study we are proposing an inclusive 
CPS risk assessment formula which is a function of overall likelihood, impact and attacker’s score as 
shown in Eq. (1) until Eq. (3). 
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F1= Attackers Score (Intent, Capability, Targeting, Purdue Operational Level Access) 
 

 𝐹1 = ∑ ("#$%#$&'()*%$+#*&,(-(.+/+$+%0&12)32%	5-%)($+6#(/	7%8%/	9::%00)
<

#
= 	                                                                (1) 

 
 

F2 = Overall Likelihood (Attacker’s Score, Vulnerability of the Attack Vector, Control and Mitigation) 
 

𝐹2 = ∑ (9$$(:>%)’0	@:6)%&A2/#%)(.+/+$B	6C	$D%	9$$(:>	A%:$6)&,6#$)6/	(#3	E+$+*($+6#)
F

G
=                                                     (2) 

 
 

F3 = Risk (Overall Likelihood, Impact) 
 

𝐹3 = ∑ (58%)(//	7+>%/+D663&"H-(:$)
I

G
=                   (3)    

 
The quantification of the risk will be realized using Mamdani Fuzzy Inference System (FIS) [29] 

and will be simulated using Fuzzy Logic Toolbox in Matlab which is based on fuzzy inference process 
as shown in Figure 10. Based on Figure 10, crisp input is in the form of intuitive inputs which is based 
on database, past and current incidents and expert reviews. The followings are the steps in fuzzy 
inference system.  

 
a. Fuzzification: Define the membership functions for each input variable. These functions 

describe how inputs are mapped to fuzzy sets.  
b. Rule Base: Create a set of fuzzy rules that relate the input variables to the output variable. 

These rules should be based on expert knowledge or data. 
c. Inference Engine: Implement the Mamdani inference method, which combines the fuzzy 

rules to produce fuzzy output. 
d. Defuzzification: Define the membership functions for the output variable and use a 

defuzzification method (e.g., centroid, mean of maxima) to obtain a crisp output value. 
 

 
Fig. 10. Fuzzy inference process 
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The proposed fuzzification blocks for risk quantification which base on Eq. (1) until Eq. (3) is 
demonstrated in Figure 11. 

 

 
Fig. 11. Proposed Mamdani Fuzzy Interference System (FIS) for Inclusive Risk 
Assessment (adapted from Mansour et al., [28]) 

 
The cascaded system is designed using Fuzzy Logic Designer Toolbox in Matlab software version 

R2023b. A cascaded Mamdani is proposed in this study to break down the complex components of 
the risk factors. The chosen function is FISTree (Fuzzy Inference System Tree) which comprises of 
three blocks which are FIS 1, FIS 2 and FIS 3. FIS 1 is a fuzzy inference block that is used to calculate 
the value of the attacker’s score. FIS 1 is a function of Intent, Capability, Targeting and Purdue 
Operation Level Access. Different threat actor will be assigned different levels of Intent, which is 
assessed by using their motives of attack. For example, malicious external adversaries and malicious 
insiders will be assigned the highest level of Intent which is ‘1 = High’, while internal negligent insiders 
will be assigned moderate value of Intent which is ‘0.5 = Medium’. On the other hand, internal 
accidental or unintentional insiders will be assigned a ‘0 = Low’ value of Intent. Capability and 
Targeting will vary for malicious external adversaries and insiders which will be assigned different 
values from Low ( 0 to 0.33),  Medium (0.34 to 0.67) and High Level (0.68 to 1.00). While for accidental 
or unintentional insiders, the Capability will vary from Low to High level and for the targeting ‘0’ value 
will be assigned to this type of potential attackers. The highest value which is ‘1’ is assigned for 
Purdue Operational Level Access to the all insiders as they have the advantage of physical presence 
in the OT. As for the external adversaries, the value for the access to the Purdue Operational Level is 
medium (0.5). This is due to the fact that these external adversaries may be able to access the OT 
segment virtually, hence they do not have the privilege of the physical presence as compared to the 
insider attackers.   

In order to calculate likelihood of the attacks, the attacker’s score which is derived from FIS 1 is 
used as one of the inputs in the FIS 2. Other than attacker’s score, vulnerability of the attack vectors 
and absence of control and mitigation to the threats are the other inputs to FIS2. The values of 
vulnerability and absence control and mitigation assigned to the different threat actors are based on 
Possible Threat Events (TE) Initiated by the identified Threat Actors (TA) matrix. 

Finally, the overall risk is calculated in FIS3 as the function of likelihood and impact. The likelihood 
score is derived in FIS2 and the impact is evaluated based on the impact of attack economy, public 
and environmental including human loss. 
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6. Results and Findings 
 
In order to calculate the total risks, the following steps are followed. The ultimate output from 

the risk assessment is to calculate the risk imposed by different Threat Actors, (TA) in different Threat 
Events (TE) scenarios. The outputs from Matlab Fuzzy Logic Designer simulations are shown in Figure 
12. 

 
i. Set input and output descriptor for each FIS block. 

ii. Apply membership function for each input and output. In this case, triangle membership 
function (trimf) is used.  

iii. Design and program the cascaded FIS using FISTree Function in MATLAB Fuzzy Logic 
Designer version R2023b. 

iv. Tune the membership function and add/customize rules for each FIS using the Threat 
Actor and Threat Event Matrices. 

v. Justify the risk for variations of inputs according to the TA and TE metrics table to evaluate 
the rules. 

 

  
(a) (b) 

 
(c) 
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(d) (e) 

Fig. 12. (a) FISTree I/O descriptor (b) Membership functions for likelihood impact and total risk (c) Rules to 
calculate overall risk (d) FIS Rule Inference System (e) Matlab Surface plot for Risk 

 
By using Matlab Rule Inference System, different scenarios of possible inputs were tested in FIS3 

to calculate risk values. 9 possible combinations were tested for High, Medium and Low Impact and 
Likelihood and the outputs were analysed using Linear Regression in Microsoft Excel. From the 
regression test, it has been observed that for both conditions the average minimum risk is almost 
similar. From the results shown in Figure 13, the average minimum risks for High, Medium and Low 
Likelihood and Impact are 0.483, 0.416 and 0.346 respectively.  
 

  
(a) (b) 

Fig. 13. Average minimum risk imposed by different TA (a) Relationship between Impact and Risk (b) 
Relationship between Likelihood and Risk 

 
7. Conclusion 

 
This study has proposed models to show the relationship between usability, security and safety 

in a CPS. The models suggested the importance of including the safety aspect in developing the threat 
model in a CPS. The proposed models have shown that security and safety is strongly related by 
means of usability aspects. Non conflicting security and safety requirements for CPS and good 
practices of usability of physical and cyber-physical assets is also summarized in this study.  The 
underlying understanding in the proposed model is used to develop an Inclusive Threat Model (ITM) 
that demonstrates the interaction between the threat actors and the assets and the propagation of 
the threats from the enterprise to the OT network and to the OT assets. The possible threat 
propagation from the OT assets (such as IoT devices) to the OT network and the IT segment is also 
shown in the proposed threat model. The assessments of the Threat Actors in the Threat Actors 
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metrics and the evaluation of the Threat Events in the Threat Events metrics have been carried out 
in this study as part of the risk quantification as proposed for the further work. 

Based on the proposed threat model, risk quantification is done using Fuzzy Logic inference 
system. Mamdani Fuzzy Logic inference is chosen as the quantification method because the method 
is well suited to human input. In this research, the input is elaborated using the knowledge base 
developed in the initial phase. Furthermore, Mamdani Fuzzy Logic Inference system represents more 
interpretable rule based and does have wide spread acceptance. From the first phase of the 
simulation using Matlab software, it has been observed that the risk values imposed by all the Threat 
Actors are significant (in the medium range). Hence, conducting risk assessment in a CPS, particularly 
ICS as part of the security and safety exercise mitigation plan is highly recommended.  
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