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In recent years, Generative Adversarial Networks (GANs) have been utilized in many applications 
of our daily lives to create digital media that was previously impossible. This paper utilizes GANs 
in multimedia forensics, where the precision and accuracy of image classification are crucial. The 
objective of the study is to detect sophisticated manipulated images generated by advanced deep 
learning methods using classical transformation methods. The method combines the classical 
wavelet transform for feature extraction with a classifier model to distinguish between real and 
fake images. The proposed method extracts unique features that differentiate between fake and 
real images, which are then fed to several gradient-boosting-based classifiers. The proposed 
method was tested using the FaceForensics++ dataset, which contains low-resolution video 
sequences of faces. The proposed model achieves an accuracy of 95% in detecting manipulated 
videos compared with 87% accuracy of other classical techniques. 
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1. Introduction  
 
       The widespread use of social media networks and developments in deep learning, notably GANs, 
have significantly improved the generation of media content. However, the creation of modified or 
fake images poses significant challenges to various fields, including security, forensics, and the media. 
Several literature sources, including [1,2], have extensively discussed the utilization of GAN 
techniques to generate synthetic images that closely resemble real ones, making it challenging to 
differentiate between the two. In addition, in [3,4], researchers have focused on advanced GAN 
methods for producing high-resolution photorealistic images and videos, even from low-resolution 
data. Moreover, GANs have gained significant traction in design contests, as highlighted by Shahriar 
[5]. The author conducted a comprehensive survey exploring the application of GANs across various 
artistic mediums, such as visual arts, music, and literary text generation. The survey showcases the 
potential of GANs in generating creative works that may not be easily distinguishable as machine-
generated. Furthermore, Han et al. [6] introduced a specialized GAN technique called Depth 
Extraction Generative Adversarial Network (DE-GAN) for art generation. DE-GAN enables the creation 
of artwork that exhibits depth and complexity, challenging the perception of whether it was 
generated by a machine or an artist. In a different vein, Meng et al. [7] presented GAN techniques 
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specifically tailored for the intricate and time-consuming task of icon design. Their work 
demonstrates the versatility of GANs in tackling diverse design challenges. Overall, these studies and 
surveys exemplify the wide-ranging capabilities of GANs in generating realistic and aesthetically 
pleasing outputs across various domains, pushing the boundaries of artificial creativity. However, this 
mixing of artistic work generated by humans and machines can create an unfair ground for such 
contests. It may lead to forgery works in other fields, particularly in critical and safety-related 
situations. Many research studies have introduced deep learning techniques for image classification 
and detection, Deepika et al., [8 ]. Additionally, approaches such as those described in [9,10] have 
been employed to differentiate between real and manipulated images, addressing this particular 
challenge. These techniques have demonstrated promising accuracy gains. However, according to 
[11,12], altering deep learning methods to solve deep fake classification problems has some 
challenges, including the need for large amounts of labeled data and the possibility of overfitting. 
Additionally, the requirement for specific hardware, such as Graphics Processing Units (GPUs), poses 
a significant challenge in the widespread adoption of deep learning. Training deep neural networks 
demands substantial computational power to enhance the learning process speed when compared 
to Central Processing Units (CPUs), as mentioned by Munanday et al.[13] However, the cost and 
availability of GPUs present barriers for many individuals and organizations interested in utilizing 
deep learning techniques. 
       This research proposes an approach that leverages classical wavelet transform for feature 
extraction and a gradient boosting-based classifier model to address these challenges. The wavelet 
transform is a powerful signal-processing method that can efficiently extract features from images 
and videos. Such a method differentiates the unique patterns and artifacts present in manipulated  
data by utilizing wavelet transform-based feature extraction. 
       The proposed method has several advantages over deep learning-based approaches. First, it does 
not require vast amounts of labeled data, making it a cost-effective and practical solution for 
detecting manipulated data. Second, wavelet transform-based feature extraction is computationally 
efficient and can be applied to low-resolution data, making it suitable for detecting manipulated data 
in low-quality scenarios. Third, our approach can be easily implemented and does not require 
specialized hardware or deep learning expertise.  
       To assess the proposed method, The experiments are conducted on the FaceForensics++ dataset 
[14], which consists of low- resolution video sequences of faces. Our method achieved an accuracy 
of 95% in detecting manipulated face images, demonstrating the potential of our approach in 
detecting manipulated data in low-quality scenarios.  
        This paper is organized as follows: Part 1 of Section 2 describes the proposed method. The 
simulation experiments are mentioned in part 2 of section 2. The results of the proposed model are 
described in section 3 and finally, section 4 concludes the paper.  
 
2. Methodology  
2-1) Data Processing 
 

       In this section, the discussion will focus on the proposed method presented in Fig. 1, which is 
composed of two main parts: image preprocessing for feature extraction and classification for forgery 
detection.  
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Fig. 1. The first part represents feature extraction for gray-scale face images 
and the second part represents the classifier which determines whether the 
face is real or fake 

2-1-1) Image Preprocessing                    

       This method aims to utilize the powerful use of Discrete Wavelet Transform DWT for image feature 
representation. This approach decomposes signal or data set into a set of basis functions that are 
localized in both time and frequency, providing a more detailed analysis of the image features as 
shown in Fig.2. Because the basis functions are localized, analyzing time and frequency in greater 
detail is possible, leading to a more thorough understanding of the image features as discussed in 
[15,16].  

 

 

 

 

 

 

                             
Fig. 2. The signal graph shows the dynamic range discrepancy 
between the features of a real face image sample compared 
to a fake one  

       While traditional Fourier transform methods have been proposed in some literature, as proposed 
by Durall et al.,[17], there are limitations and drawbacks to using them for feature extraction and 
classification. As mentioned in the previous reference [17], the model is highly sensitive to the number 
of features, leading to overlapping standard deviations of real and deep fake statistics at lower feature 
numbers, resulting in misclassified samples. Moreover, Fourier transform lacks information about the 
timing or location of signal components, is sensitive to noise, and has limited ability to capture 
complex relationships in non-linear classification problems, as mentioned in [18,19]. An alternative 
method is proposed here to address these limitations, which involves the use and comparison of two 
wavelets from the Wavelet Family, namely "Daubechies" and "Haar," for feature extraction and 
classification. The Decomposition wavelet filters (Daubechies) allow multi-resolution signal analysis 
that is sensitive to fine details in the image. 
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       Where  represents a mother wavelet, a represents the scaling (dilation) parameter that 
determines the degree of compression or scale, and b represents the translation parameter that 
specifies the time location of the wavelet [20]. 
 Similarly, the Haar wavelet also provides multi-resolution signal analysis, enabling the extraction of 
features that are sensitive to fine and coarse details in the signal. This capability has been extensively 
demonstrated in various critical scenarios. For instance, the Haar wavelet has proven its effectiveness 
as a non-separable watermarking algorithm for copyright protection of digital content, as proposed 
by A. Razak et al. [21]. This algorithm aims to embed or extract a watermark in a manner that preserves 
the integrity of the data while providing additional information and protection. The successful 
application of the Haar wavelet in this context further highlights its efficacy in feature extraction and 
its suitability for non-separable watermark algorithms. The Haar wavelet's mother wavelet function 
can be described as shown in Fig. 3. 
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      Fig. 3. Graph of Haar wavelet 

2-1-2) Classification Algorithms: 

       In this study, two tree-based classifiers were proposed as the main classifiers for distinguishing 
between fake and real images. The effectiveness of tree-based classifiers has been demonstrated in 
various challenging classification tasks. For instance, a model for Distributed Denial-of-Service (DDoS) 
Attack Detection was proposed by Goparaju and Rao [22], utilizing a combination of convolutional 
neural network and decision tree classifier. An accuracy of over 96% was achieved by this model. This 
emphasizes the ability of tree-based classifiers to handle complex classification problems and achieve 
high accuracy rates. 
 
       XGBoost: (eXtreme Gradient Boosting) is used, which is a powerful algorithm that forms a strong 
learner by using decision trees as weak learners to classify input data as mentioned by Elsheakh et al., 
[23]. L1 and L2 regularization are implemented in XGBoost's built-in mechanism to prevent overfitting 
and improve model generalization. Furthermore, the identification of the most important predictors 
in the input data is enabled by its feature importance measure. The effectiveness of XGBoost has been 
demonstrated in numerous studies, surpassing classical classifiers, as proposed by Maheshwari et al. 
[24 ]. They conducted a comparison of multiple classifier accuracies for credit card fraud detection 
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and found that XGBoost outperformed other classical classifiers. This further highlights the superior 
performance and capabilities of XGBoost in various classification tasks. 
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                                                                          (3) 

                                                                                                    
       CatBoost: is a gradient-boosting algorithm that uses a decision tree variant known as "gradient-
boosted trees" to gradually boost the performance of the model. The algorithm updates the model 
with new trees after each iteration, fixing any mistakes the earlier trees had made. The algorithm 
specifically computes the gradient of the loss function with respect to the model's output and uses 
this data to train a new tree that is optimized to reduce residual error as concluded by Sadek et al.,[25]. 

 

ℎ(𝐱) = ∑ 𝑏𝑗  

𝐽

𝑗=1
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                                                                                                                         (4) 

2.2) Experiments 

       In this section, the discussion will be divided into two parts: the first part will focus on the dataset 
used for experimentation and testing the hypothesis, while the second part will cover the model 
training process. 

2-2-1) FaceForensics++ Dataset 

       The FaceForensics++ dataset [14] is a large-scale benchmark dataset designed for evaluating the 
performance of face manipulation detection methods. The dataset contains a diverse set of low-
resolution quality video sequences featuring real human faces, which have been manipulated using 
various automated face manipulation techniques as shown in Fig.4. These techniques include 
DeepFakes, Face2Face, FaceSwap, and NeuralTextures, among others. It comprises more than 300 
original sequences from many paid actors in various scenes, all of which have a visible, mostly frontal 
face without obstructions, making it possible for automated tampering methods to create realistic 
forgeries.                           

       This dataset was inspired by the dataset used in [17]. The aim was to compare and validate our 
method against the Fourier transform method using the same dataset.  
 

                                      

Fig. 4. shows examples from the dataset, with the first 
row displaying real images and the second row showing 
generated fake images 
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2.2-2) Model training process:  

       The dataset used in the study consisted of frames extracted from videos, representing images of 
faces. The first step in the model pipeline involved cropping the interior faces from the images, as 
illustrated in Fig. 5. This resulted in cropped faces of varying sizes, reflecting the diverse nature of the 
scenes in the videos. Following the cropping of interior faces from the images, each image in the 
dataset was converted to grayscale and normalized. This involved scaling the image’s pixel values to 
a range of 0 to 1 to ensure consistency across the dataset. Next, two wavelet filters, the Haar filter, 
and the Daubechies filter, were applied to each normalized grayscale image to extract features.  
       The wavelet transformation decomposes the image into a set of coefficients that represent 
different frequency components of the image. In this study, a wavelet decomposition level of 4 was 
chosen to balance between capturing sufficient detail in the image and avoiding noise as shown in 
Fig.6. The resulting coefficients from the wavelet transformation were used as features for 
subsequent analysis. 
 
 

Fig. 5. shows a sample of the raw dataset (left) and 
the same image after being cropped and converted 
to a grayscale version (right) 
 

       As the faces in the dataset had varying sizes, the number of features extracted from each image 
differed. To tackle this problem, the number of extracted features for each image was recorded. This 
maximum number of features was then used to standardize the feature set for the entire dataset. 
Specifically, for images that had fewer features than the maximum, padding with zeros was applied 
to ensure that all images had the same number of features. By applying padding to the coefficient 
matrices, the dataset was standardized, and each image had the same number of features. This step 
was essential to ensure that the input to the classification model was consistent across all images, 
regardless of their size or the number of features extracted.  
       After extracting features from the images, several classifiers were applied to the features, and 
the accuracy scores for each classifier were recorded. The classifier with the best performance for 
the classification task was identified as the final step. In this study, XGBoost was used as the primary 
classifier, and a grid search was conducted to identify the optimal hyperparameters. After iterating 
through several design options, the following hyperparameters resulted in the best performance: 
'learning_rate': 0.1, 'max_depth': 7, 'n_estimators': 1000, 'reg_alpha': 0.1.The hyperparameters were 
also tuned for CatBoost, as 'max_depth': 11 and 'n_estimators': 2000.  
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Fig. 6. shows the relation between wavelet 
decomposition level and accuracy score on test data 

 
       The experiments were carried out using a GPU P100 for the model training process. The training 
was completed in 148 seconds. Moreover, the model exhibited exceptional space efficiency, 
requiring only 48 bytes of memory, with a memory usage of only 12.66 megabytes during training. 
This indicates that the model is highly efficient in terms of memory consumption, making it suitable 
for applications with limited resources or large datasets. 
 

3. Results  
 

       Our results showed that using the db2 wavelet transformation with XGBoost classifier achieved 
the highest classification accuracy of 95%. This finding supports our hypothesis that wavelet 
transforms are more effective for feature extraction and classification in detecting deepfake images. 
On the other hand, the highest accuracy achieved by using the Fourier transform was 87% with an 
SVM classifier as shown in Table 1. Although this accuracy is lower than that achieved with 
the wavelet transform, it still suggests that Fourier transform can also be effective in 
detecting manipulated facial images.  
       Our study demonstrates the importance of selecting appropriate feature extraction techniques 
and machine learning algorithms for detecting deepfake images. The results of our study can be 
useful for developing more accurate and effective techniques for detecting manipulated images in 
real-world scenarios. 
 

Table 1 
Accuracy of various classifiers compared with Fourier 
transform and wavelet transform methods 
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       The effectiveness of the proposed methodology was demonstrated by utilizing a low-resolution 
dataset. Despite the lower quality of sophisticated manipulated dataset images as shown in Fig. 7, 
the proposed model can detect it with high accuracy. 

         

Fig. 7. the left image represents a fake image, while 
the right image represents a real image 

 

4. Conclusions 
 

       The potential advantages of utilizing wavelet transform over Fourier transform for feature 
extraction are highlighted in our study, with a classification accuracy of 95% achieved using XGBoost 
classifier. This surpasses the performance of the Fourier transform, which yielded only 87% accuracy. 
Furthermore, high effectiveness in distinguishing between fake and real images is demonstrated by 
our proposed method, as evidenced by the high precision and recall achieved in the classification of 
manipulated images in the FaceForensics++ dataset.      
       These results suggest that our method has the potential to be applied in a wide range of image 
classification tasks, particularly in situations where the ability to accurately identify manipulated 
images is critical, such as in forensics, security, and authentication.  
       In summary, our proposed method is a promising approach to image processing and feature 
extraction that has the potential to enhance the accuracy and dependability of image classification in 
different applications which can be useful in preventing the spread of fake images in fields like 
journalism, social media, and advertising where trustworthy visuals are essential. 
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