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As a widespread health concern, lung cancer requires sophisticated detection 
techniques for a precise classification.  This research proposes an integrated 
framework for improving how well lung cancer is detected by combining processing 
methods for images and machine learning. The dataset, which includes normal cases, 
large-cell carcinoma, squamous cell carcinoma, and adenocarcinoma, allows for a 
detailed investigation of various forms of lung cancer. K-means clustering is the initial 
stage of the approach of segmenting complex images. Utilizing the VGG16 model, 
features are extracted that are important for classification. Several classification 
models, such as SVM, Logistic Regression, and Feedforwa w rd Neural Network, are 
trained using the combined features from clustering and VGG16. This research goes 
beyond the dichotomy of benign and malignant cases, investigating in more detail the 
subtypes of large-cell carcinoma, squamous cell carcinoma, and adenocarcinoma. 
Including different classes of lung cancer increases the granularity of the classification 
process, improving diagnostic accuracy and clinical insights. The results highlight how 
well the suggested strategy works, which is a major advancement in the accurate 
identification of distinct kinds of lung cancer. 
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1. Introduction 

 
In the area of world health, lung cancer is a deadly disease that takes millions of lives every 

year estimated 422 lives are lost every day worldwide [10]. A majority of lung cancer cases 
are detected in people who are older than 50 years of age. The incidence of lung cancer is 
increasing every day [11]. It demands cutting-edge methods for early identification and 
categorization. In the ever-changing field of medical technology, combining advanced 
techniques like image processing and machine learning presents a viable way to improve the 
precision and granularity of lung cancer diagnosis [17]. This study aims to further the current 
discussion by putting forth a thorough framework that explores the complex categorization 
of individual lung cancer types in addition to making the distinction between cancerous and 
non-cancerous cases. 
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With great care selected to represent the wide range of lung cancer types, including 
adenocarcinoma, large-cell carcinoma, squamous cell carcinoma, and normal cases, is the 
dataset that is being examined. With the help of this large dataset, a nuanced investigation 
of the different types of lung cancer can be conducted, illuminating the complex 
manifestations that require specialized diagnostic techniques [18]. 

The diagnosis and treatment of lung cancer pose distinct challenges due to its ongoing 
complexity and multifaceted nature. With the growing use of medical imaging, especially 
computed tomography (CT) scans, there is a chance to better understand and detect lung 
cancer by utilizing cutting-edge technologies. Because CT scans are so good at finding even 
the smallest lesions, they are essential for diagnosing lung cancer [12]. This work seeks to 
break through traditional diagnostic paradigms and usher in a new era of nuanced 
classification. It is based on a dedication to precision medicine. Advanced X-ray technology is 
used during a CT scan to take pictures of the human body from several perspectives. 
Subsequently, the photos are loaded into a computer, which then uses its processing capacity 
to produce an interior organ and tissue cross-section picture [9]. 

Numerous methods have been devised to compute handcrafted aspects, including the 
form of nodules [13–15,40]. Studies on the use of CAD in the detection of lung cancer have 
employed machine learning to distinguish between benign and malignant nodules. It is 
challenging for a medical professional or radiologist to promptly and accurately identify 
cancer because of the volume of CT images. But thanks to technological advancements, 
Computer-Aided Diagnosis (CAD) can be used to finish this task quickly and effectively. This 
procedure consists of two distinct steps: the first identifies every nodule visible on the CT 
scan, and the second classifies any lung nodules that are found. Generally speaking, a CAD 
system consists of the steps listed below in Figure 1. 
 

 
Fig. 1. Basic steps involved in a CAD system 

 
This research is based on the understanding that lung cancer is not a single, homogenous 

disease, but rather that it is composed of several histological subtypes, each of which has 
unique traits and clinical implications [20]. With its origins in the lung's glandular cells, 
adenocarcinoma is the most common subtype and accounts for a large percentage of non-
small cell lung cancers (NSCLC). However, large-cell carcinoma presents unique difficulties in 
both diagnosis and treatment due to its fast growth and tendency to metastasize. The 
identification of squamous cell carcinoma, which is frequently associated with smoking, 
requires specific methods because it presents centrally in the larger airways of the lung [20]. 

The normal class included in the dataset serves as a crucial point of comparison for 
distinguishing between pathological and healthy lung scans. This large dataset, which 
accurately captures the complexity of lung cancer in real life, serves as the basis for this study.  
Along with admitting the intrinsic variability of lung cancer, it also lays the groundwork for 
developing a dependable and extensively applicable classification model. 

The research's methodological approach is in line with the complexities involved in 
classifying lung cancer. Regions of interest within CT scans are identified using K-means 
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clustering, a mainstay of image segmentation [22]. It is intentionally chosen to cluster in order 
to decipher the spatial distribution of pathological findings in the lung, which may not follow 
well-established anatomical boundaries which is a crucial stage in removing relevant 
information from the complicated structure of CT scans. The VGG16 model is a popular choice 
for high-level feature extraction because of its deep convolutional architecture and pre-
trained weights on ImageNet [16,23]. By using the knowledge encoded in the VGG16 model 
from various image datasets, this transfer learning strategy makes sure that the features 
extracted are not limited by the peculiarities of particular lung cancer dataset [23]. 

Nevertheless what really makes this research unique is its unwavering dedication to the 
intricate categorization of various forms of lung cancer. Although binary classifications are 
useful, a more detailed approach is necessary due to the realities of clinical practice. 
Squamous cell carcinoma, large cell carcinoma, and adenocarcinoma are the three most 
common kinds of cancer. Figure 2-4 displays CT scan pictures of patients with large-cell 
carcinoma, squamous cell carcinoma, and adenocarcinoma, respectively and for just purpose 
a normal person not diagnosed with any cancer type has been shown in Figure 5. 

 

  
Fig. 2. Adenocarcinoma Fig. 3. Large cell Carcinoma 

  
Fig. 4. Squamous cell carcinoma Fig. 5. Normal 

 
Each has its own set of problems and effects. This hierarchical classification recognizes the 

complex characteristics of lung cancer and offers physicians information that goes beyond a 
straightforward categorization of lung cancer as either malignant or non-cancerous. 

The integration of various classification models, each of which contributes to the overall 
objective of accurate lung cancer detection, represents the research's conclusion. Three 
strong contenders stand out: feedforward neural networks, logistic regression, and support 
vector machines. Each provides a different viewpoint on the dataset. The evaluation metrics 
offer a thorough understanding of each model's performance, comprising F1 score, recall, 
accuracy, and precision, in identifying and categorizing the kind of lung cancer, we attained a 
high accuracy of 99.33%. 
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This research imagines a future where cutting-edge technologies seamlessly integrate into 
clinical workflows, providing clinicians with a nuanced understanding of the diseases they 
seek to diagnose and treat, as it navigates the complex landscape of lung cancer diagnostics. 
Our dedication to precision medicine—where treatments are customized to each patient's 
specific needs—is demonstrated by the investigation of various forms of lung cancer. By 
conducting this research, we hope to significantly contribute to the ongoing efforts to reshape 
the field of cancer diagnosis and treatment in addition to furthering our scientific 
understanding of lung cancer. 
 
1.1 Literature Survey 
 

Various methods for image pre-processing, segmentation, and feature extraction have 
been investigated in the literature currently in publication with regard to the diagnosis of lung 
cancer. Researchers' various approaches are compiled in the following Tables 1-3: 
 
 Table 1  
 Comparing various image pre-processing methods 
Reference Methods Uses 
Palani and 
Venkatalakshmi [1] 

Gaussian and Gabor filtering Blurring for noise reduction, Gabor in order to 
analyze texture 

Geng et al., [3] CLAHE Enhancement of local contrast 

Saini et al., [4] Wiener filtering Linear time-invariant filtering for noise removal 

Nageswaran et al., [2] Median filtering Removal of salt & pepper noise 

Nithila and Kumar [5] Adaptive bilateral filtering Sharpness enhancement & noise removal 

Sangamithraa and 
Govindaraju [6] 

Gaussian and Convolutional 
filtering 

Enhancement of local discontinuities 

 

 
 Table 2  
 Comparing different image feature extraction methods 

Reference Method of Feature 
Extraction Aspects/Features Taken into Account 

Palani and 
Venkatalakshmi [1] 

CNN, ARM, DT Various features for predictive modeling 

Nageswaran et al., [2] RF, KNN, ANN Noise reduction, feature extraction, damage 
region analysis 

Geng et al., [3] Multi-Layer Perceptron 
(MLP) 

Pixel-by-pixel predictions for precise 
segmentation 

Saini et al., [4] Not specified Examination of digital dental X-ray images 
Nithila and Kumar [5] SBGF-new SPF function Accurate lung segmentation with selective 

Gaussian and binary filters 
Sangamithraa and 
Govindaraju [6] 

Fuzzy EK-mean 
segmentation 

Contrast, homogeneity, area, correlation, 
entropy 

Lanjewar et al., [34] DenseNet201, Feature 
selection methods 

Precise feature extraction 
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 Table 3  
 Comparison of models used 
Reference Models Used 
Palani and Venkatalakshmi [1] CNN, ARM, DT 
Nageswaran et al., [2] RF, KNN, ANN 
Geng et al., [3] VGG-16, Multi-Layer Perceptron (MLP) 
Saini et al., [4] Not specified 
Nithila and Kumar [5] Active contouring, SBGF-new SPF function 
Sangamithraa and 
Govindaraju [6] 

EK-mean clustering, Fuzzy EK-mean segmentation, Neural network 
classification 

Lanjewar et al., [34] Modified DenseNet201, Various machine learning classifiers 
 
A predictive modeling method was presented by Palani and Venkatalakshmi [1] for 

ongoing observation of lung cancer patients. To achieve continuous monitoring, the 
methodology combined categorization with a fuzzy cluster-linked augmentation. The 
application of fuzzy clustering, which is essential for precise picture segmentation, was a 
fundamental component of this strategy. In order to distinguish between features unique to 
the lung cancer image and those of the transitional region, the researchers chose to employ 
the fuzzy C-means clustering technique. Notably, the Otsu thresholding technique was used 
to distinguish the transition area from the lung cancer representation. The study combined a 
morphological thinning procedure with the right edge picture to further enhance 
segmentation. The final goal of the research was to apply convolutional neural networks 
(CNN), association rule mining (ARM), and classic decision trees (DT). These approaches were 
combined with a novel incremental classification strategy to produce accurate and 
incremental classification. The latest health data gathered from IoT devices connected to 
patients and standard images from the database were essential to the operations' successful 
completion. The definitive results showed a noteworthy enhancement in the predictive 
modeling system's accuracy for lung cancer. 

Nageswaran et al., [2] used machine learning and image processing to classify lung cancer 
in their groundbreaking work. Their approach included a detailed review of the patients' 
medical history in addition to noise reduction, feature extraction, and damage region analysis. 
The dataset that served as the basis for the study included 83 CT scans from 70 different 
people that had been carefully preprocessed with a geometric mean filter to enhance the 
quality of the images. Image segmentation was able to be done accurately by using the K-
means algorithm, allowing lung cancer affected areas to be identified. Most importantly, the 
group used machine learning methods like Random Forests (RF), k-Nearest Neighbors (KNN), 
and Artificial Neural Networks (ANN). Notably, their results highlighted how well the ANN 
model predicted lung cancer, which represents a significant advancement in the combination 
of image processing and machine learning technologies. 

Geng et al.,'s method [3] of combining VGG-16 architecture with dilated convolution 
offers a novel way to precisely segment lung parenchyma. The approach uses the first three 
components of the VGG-16 network to conduct input image pooling and convolutions. Next, 
multiple sets of dilated convolutions are applied to the network to ensure that its receptive 
field is large. The features of the multi-scale convolution are combined in the last stage, and 
a Multi-Layer Perceptron (MLP) is used to make pixel-by-pixel predictions in order to precisely 
segment the parenchymal region. Experimentation evaluation on 137 images shows notable 
improvements over the state-of-the-art techniques, with a noteworthy Dice similarity 
coefficient (DSC) metric of 0.9867. The results affirm the effectiveness of the proposed 



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 50, Issue 1 (2025) 132-150  

 

  137 

method in accurately segmenting the lung parenchymal area, outperforming conventional 
techniques. 

Saini et al.,'s research [4] offers insightful information about the difficulties in identifying 
lung cancer and highlights the importance of early detection for a disease with high incidence 
and fatality rates. Since lung cancer is among the deadliest types of cancer, the study aims to 
improve the level of analysis provided by digital dental X-ray images by addressing image 
noise. The most reliable method for detecting lung cancer in clinics is still pathology diagnosis, 
despite continuous efforts to develop diagnostic instruments. The identification of lung 
cancer is largely dependent on common diagnostic procedures such as chest X-rays, sputum 
sample cytological investigations, optical fiber examinations of the bronchial airways, and 
complex procedures like CT and MRI scans. The study does, however, highlight the ongoing 
difficulties brought on by low specificity and sensitivity in CT and chest radiography. 

Nithila and Kumar [5] present a novel active contouring model for lung segmentation, 
employing a variation level set function to enhance accuracy. Accurate diagnosis of lung 
diseases depends on precise segmentation of the lung parenchyma, and this study uses 
computed tomography (CT) imaging for image analysis. Significant progress has been made 
in CT lung image segmentation with the authors' introduction of the Gaussian filtering-new 
signed pressure force, a selective binary, and the SBGF-new SPF function. This novel method 
successfully detects the boundaries of the external lung and stops inefficient expansion at the 
margins. The suggested strategy's computational effectiveness and dependability are 
confirmed through comparative analyses with four different active contour models, 
establishing it as a viable approach for lung segmentation and disease detection. 

Sangamithraa and Govindaraju [6] use a preprocessing strategy that includes median and 
Wiener filters to remove unwanted artifacts, improving data quality for subsequent analysis. 
The study uses the EK-mean clustering technique for clustering and the K-means method for 
CT image segmentation. Fuzzy EK-mean segmentation is used to extract significant properties 
from the images, such as contrast, homogeneity, area, correlation, and entropy. The 
effectiveness of the suggested methodology for lung cancer detection is demonstrated using 
a backpropagation neural network to complete the classification task [7]. 

Lanjewar et al., [34] developed a novel methodology for detecting lung cancer by 
modifying the DenseNet201 model and using feature selection methods. Four different 
categories of lung cancer—adenocarcinoma, large cell carcinoma, squamous cell carcinoma, 
and normal cell—were identified based on their study, which was conducted using the Kaggle 
chest CT-scan images dataset. There were improvements made to the DenseNet201 model, 
which included four more layers added to the original architecture. To extract the best 
features from the modified DenseNet201, two feature selection techniques were also used. 
These features were then applied to a variety of machine learning classifiers. Several 
evaluation metrics were used to fully evaluate the performance of their suggested system, 
including a confusion matrix, ROC curve, Kappa score (KS), 5-fold method, Cohen's Matthews 
Correlation Coefficient (MCC), and p-value. The system performed incredibly well, averaging 
95% accuracy on average, and reaching 100% accuracy in certain instances.  After a thorough 
5-fold cross-validation, the p-value was found to be less than 0.001. The study conducted 
highlights the potential of their machine learning and computer technology approach to 
significantly improve the accuracy of lung cancer diagnoses made from CT scans. 

In Table 4, a comparison of datasets utilized by different authors is provided, illustrating 
the variation in sources and contents of the datasets employed in diverse lung cancer 
detection investigations. 
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           Table 4  
          Comparison of datasets 

Reference Dataset 
Janee Alam et al. [30] UCI ML Database 
Maja Stella et al. [32] ACDC, LUNGH 
Gian Son Tran et al. [19] LIDC-IDRI 
Yutong Xie et al. [21] LIDC-IDRI 
M. B. Rodrigues et al. [31] LIDC-IDRI 
M. S. Rahman et al. [8] TCIA 
Rebecca L et al. [25] Kaggle Data Science Bowl, LUNA 16 
W. Chen et al. [29] Shandong Cancer Hospital 
Lanjewar et al. [34] Kaggle chest CT-scan images dataset 

 
A vast dataset that was obtained from Kaggle was used for this study. It included a variety 

of CT scan pictures that showed both normal instances and various forms of lung cancer. 
Large-cell carcinoma, squamous cell carcinoma, adenocarcinoma, and normal lung scans are 
all included in the carefully selected dataset. A comprehensive examination of the intricacies 
connected to specific lung cancer subtypes is ensured by the inclusion of these many forms 
of the disease. By exploiting this Kaggle dataset, the project intends to give useful insights 
into the intricate categorization and accurate detection of diverse kinds of lung cancer, 
pushing the boundaries of precision medicine in the field of lung cancer diagnostics. 

 
2. METHODOLOGY 
 

The entire research process can be divided into distinct phases in this study, which used a 
comprehensive methodology to advance the understanding and classification of lung cancer 
by using image processing in combination with machine learning techniques. Figure 6 displays 
the proposed approach's diagram. 

 
2.1 Dataset Selection 
 

A comprehensively curated dataset representing a range of lung cancer types, such as 
squamous cell carcinoma, large-cell carcinoma, adenocarcinoma, and normal cases, was 
assembled. Based on this dataset, a detailed analysis of the unique traits of every type of lung 
cancer will be conducted. 

 
2.1.1 Dataset details 
 

For this study, we have carefully chosen an extensive dataset that includes normal cases 
as well as squamous cell carcinoma, large-cell carcinoma, and adenocarcinoma, among other 
types of lung cancer. The dataset, which was obtained from Kaggle, includes 215 normal 
cases, 187 large-cell carcinoma images, 338 adenocarcinoma images, and 260 squamous cell 
carcinoma images. The diverse representation of the dataset served as the driving force 
behind this decision, enabling a detailed analysis of the unique characteristics linked to each 
subtype of lung cancer. Diversity is essential for developing strong classification models that 
can distinguish between various types of cancer with accuracy. Kaggle, a well-known source 
of high-quality datasets, guaranteed the data's dependability and accessibility. 
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Fig. 6. Proposed approach 

 
2.2 Pre-processing and Segmentation 

 
Medical image processing involves the use of the segmentation method. A picture's 

fundamental function is to distinguish between elements that are advantageous and those 
that are detrimental. Because of this, it divides an image into discrete parts according to how 
much each part resembles the parts around it. 

Utilizing K-means clustering, the dataset's images were successfully separated into several 
groups for segmentation [24]. The separation of pertinent features that were essential for 
further investigation was made possible by this segmentation. 

This method is most frequently employed for medical image segmentation. The image is 
separated into several distinct groups, or clusters, that do not overlap with one another 
during the clustering process. There is no connection of any kind between these clusters. 
Using k reference points as a basis, the K-means clustering algorithm partitions the available 
data into k distinct groups. 

 
2.3 Feature Extraction 

 
The principal technique for extracting features was predicated on the VGG-16 framework. 

The VGG-16 model, which is shown in detail in Figure 7, underwent a rigorous optimization 
process to extract features related to lung cancer. By employing VGG-16's deep learning 
capabilities, the model was able to obtain intricate patterns associated with different types 
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of lung cancer. The VGG-16 model's architecture is visually represented in Figure 7, 
highlighting its complex layers and operations intended for efficient feature extraction in the 
context of lung cancer diagnosis. 

 

 
Fig. 7. Feature extraction architecture of VGG-16 

 
The paradigm shift towards automated image interpretation is in line with the use of the 

VGG-16 architecture for feature extraction. VGG-16 is an image classification system that 
automatically recognizes pertinent patterns to mimic the diagnostic skills of medical 
professionals. This improves the interpretive capabilities of the model by reflecting the 
human ability to identify minute details characteristic of particular types of lung cancer. 
 
2.3.1 Interpretability through Grad-CAM 
 

To better understand why VGG-16 excels at feature extraction, we used Grad-CAM 
(Gradient-weighted Class Activation Mapping) for model interpretation. Grad-CAM produces 
heatmaps that show the areas of the input image that have a major influence on the model's 
decision-making. This method helps explain why VGG-16 concentrates on regions that are 
essential for precise lung cancer classification [38]. 
 

224x224x3 224x224x64

112x112x128

56x56x256
28x28x512

224x224x64 7x7x512

Convolution+ReLU

Max pooling



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 50, Issue 1 (2025) 132-150  

 

  141 

  
(a) (b) 

Fig. 8. Feature extraction architecture of VGG-16 (a) Original CT scan image for lung 
cancer detection. (b) Grad-CAM heatmap highlighting regions crucial for VGG-16's 
decision-making. 

 
The Grad-CAM heatmap draws attention to areas of the picture that VGG-16 deems 

essential for precise classification. We can interpret the complex patterns and structures that 
VGG-16 picks up with the aid of this interpretability tool, which supports our claim that VGG-
16 is highly effective at extracting relevant features related to lung cancer. This visualization 
offers important insights into the feature extraction capabilities of VGG-16 and helps to 
explain why it focuses on specific regions. 

Using Grad-CAM, we decipher the complex structures and patterns that VGG-16 has 
learned, highlighting the areas that are essential for precise classification. Our assertion that 
VGG-16 is skilled at extracting the best features related to lung cancer is supported by this 
interpretability tool. 
 
2.4 Combination of Segmented and Extracted Features 

 
A fused dataset was produced by combining the segmented images with the features that 

VGG-16 had extracted, preserving both spatial and deep learning-based information. 
Using segmented images in conjunction with VGG-16 features extracted offers a 

comprehensive diagnostic method. This integration is the result of combining traditional 
radiological interpretations with advanced computational methods. By combining 
segmentation's spatial data with VGG-16's abstract features, the model improves diagnostic 
accuracy by developing a more sophisticated understanding of lung pathology. 
 
2.5 Classification 

 
The process of classification consists of two steps: building a model, which involves 

describing a set of predefined classes, and using the model to predict future or unknown 
objects [39]. Among the machine learning models used were logistic regression, support 
vector machines (SVM), and feedforward neural networks (FNNs). Using the segmented and 
feature-extracted dataset, each model was trained to discover the complex patterns linked 
to various forms of lung cancer. 

These models were customized on an individual basis to reveal distinct aspects of the 
classification of lung cancer, thereby advancing a thorough and intricate understanding. 
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SVM, which is well known for its adaptability, functioned as a reliable classifier in the 
medical imaging dataset, showing exceptional skill in identifying complex patterns and 
nonlinear relationships [26]. Its ability to navigate high-dimensional medical data improved 
the ability to distinguish between different cancer subtypes, elevating the diagnostic process 
and assisting medical practitioners in accurately diagnosing diseases. 

Logistic regression's ease of use and interpretability were utilized to identify correlations 
between the distinct forms of lung cancer in the medical images and the extracted features 
[27]. Logistic regression, a mainstay of statistical modeling, provided insightful information 
that helped medical professionals understand the nuances of classification results. 

The FNN, which mimics human thought processes, has become a smart aide in the 
diagnostic field of medical imaging. The FNN's architecture was specifically designed to 
recognize complex patterns and variations that span the spectrum of lung cancer in medical 
images. This allowed it to translate visual cues into actionable insights, simulating a 
radiologist's cognitive approach and assisting in medical decision-making. 

The Feedforward Neural Network (FNN) is a key player in the field of medical image 
classification [41] , especially when it comes to evaluating CT scans for lung cancer. The FNN 
is an effective tool for identifying complex patterns in medical images because of its layered 
architecture, which has three layers: an input layer, a hidden layer, an output layer. Compared 
to traditional ANNs, the architecture of the FNN can be customized to fulfil the unique 
requirements of medical diagnostics [28].  

The hyperparameters of the SVM, logistic regression, and FNN models are presented in 
Table 5. 

 
    Table 5  

 Hyperparameters of the model 
Model Hyperparameter Value 

SVM Kernel Linear 
C 1.0 

Logistic Regression Solver function ReLu 

Random State 42 
FNN  Input Shape input_shape 

Number of Hidden Units 128 

Activation Function Relu 
Regularization L2 (0.0001) 

Batch Normalization Yes 

Dropout Rate 0.3 
Output Units 4 

Output Activation Softmax 

Optimizer Adam 
Loss Sparse Categorical Crossentropy 

Metric Accuracy 

Epochs 10 
Batch Size 32 
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One single hidden layer in the FNN architecture functions similarly to a targeted diagnostic 
analysis, effectively extracting critical features to differentiate between various forms of lung 
cancer seen in CT scans. On the other hand, adding more hidden layers improves the 
network's ability to recognize hierarchical representations, which makes it possible to 
distinguish minute differences between different cancer subtypes. Since a FNN's hidden 
layers are absent, direct feature mapping—which emphasizes speed and simplicity—is 
prioritized. This is important for obtaining real-time diagnostic insights in medical imaging 
applications. The meticulous choice of FNN architecture satisfies the complex requirements 
of deciphering complex patterns in CT scans, guaranteeing precise and effective medical 
diagnosis. 

 
3. Result Analysis 
 

In the experimental study, a dataset of CT images from patients with various cancer types 
and normal cases was used. Images are pre-processed and segmented using the K-means 
technique. Using this segmentation, the region of interest can be located. Both the 
segmented and extracted features were then applied, followed by feature extraction using a 
pre-trained model VGG16.The neural network and conventional models have both been 
trained using the transfer learning technique. Techniques for machine learning classification 
are then used. 
 
3.1 Performance Measures 
 

The models are evaluated using the following characteristics: F1-score, recall, accuracy, 
and precision. Together, these measures offer a thorough evaluation of how well the models 
perform in accurately categorizing various forms of lung cancer and differentiating between 
cases that are malignant and those that are not [37]. 

 
3.1.1 Accuracy 
 
It measures how well a value corresponds to the available data. It is evaluated by using Eq. 
(1) [42].  
	
𝐴𝑒 = 	"#$%	"#&	

"#$%	"#&	%	'($	%	'(&
            (1) 

where	TrN	for	true	negative,	Trp	for	true	positive,	FaN	for	false	negative	and	FaP	stands	for	false	positive.		

3.1.2 Recall 

It quantifies the percentage of real positive cases that the model accurately detected. by using 
Eq. (2) [42]. 

𝑅𝑒𝑐𝑎𝑙𝑙 = "#&
"#&%'($

                            (2) 
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3.1.3 Precision 
 
It quantifies the percentage of anticipated positive cases that the model accurately 
recognized. by using Eq. (3) [42]. 
	
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = "#&

"#&%'(&
            (3) 

 
3.1.4 F1-Score 
 
The harmonic mean of recall and accuracy, which uses Eq. (4) to provide a balanced metric 
that takes into account both false positives and false negatives.	
	

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = ).&#+,-.-/0.1+,(22
&#+,-.-/0%1+,(22

          (4) 
	
Figures 9–11 present the outcomes of various machine learning predictors. 
	

 
Fig. 9. Accuracy of machine learning methods for identifying 
lung cancer 

 

 
Fig. 10. Precision of machine learning methods for identifying 
lung cancer 
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Fig. 11. Recall and f1-score of machine learning methods for 
the identification of lung cancer 

 
3.2 K-fold Cross-Validation Results 
 

To ensure the robustness and generalizability of our proposed models, we used a 5-fold 
cross-validation. To do this, we divided our dataset into five subsets. For each iteration, we 
trained the models on four of the subsets and validated on the fifth. After calculating the 
average performance scores, the procedure was repeated five times. 

A balance between computational efficiency and accurate model performance estimation 
is obtained when selecting k=5 for cross-validation. Lowering the value of k, to say 5, 
guarantees a more robust evaluation at the same time as improving computational efficiency. 
Moreover, k=5 is a widely acknowledged selection in the literature that provides a reasonable 
trade-off between computational cost and variance reduction [33]. 

The average performance scores for the Feedforward Neural Network (FNN), Support 
Vector Machine (SVM), and Logistic Regression models obtained through 5-fold cross-
validation are shown in Figure 12. Accuracy, Precision, Recall, and F1 Score are among the 
metrics. 
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Fig. 12. Illustrates the average performance scores obtained from 
5-fold cross-validation for Feedforward Neural Network (FNN), 
Support Vector Machine (SVM), and Logistic Regression models. 
The metrics include Accuracy, Precision, Recall, and F1 Score. 

 
3.2 Overall result 
 

The accuracy of Feedforward Neural Network (FNN) is better following the SVM and 
Logistic regression. FNN has performed better in every aspect having a great precision, recall 
and f1-score scoring 99.00%. Notably in 5-fold cross validation FNN has performed with better 
average accuracy of 95.43% including precision, recall and f1 score of 95.51%, 95.43% and 
95.32% respectively. Table 6 clearly shows the performance measures of FNN, SVM and 
Logistic regression. 
 
  Table 6  
  Benchmarks for performance 

Model Precision Recall Accuracy F1-score 5-fold cross-validation 
Precision Recall Accuracy F1-score 

FNN 99% 99% 99.33% 99% 95.51% 95.43% 95.43% 95.42% 

SVM 97.69% 97.67% 97.67% 97.67% 95.11% 95.00% 95.00% 94.99% 

Logistic 
regression 

96.70% 96.67% 96.67% 96.67% 95.06% 95.00% 95.00% 95.00% 

 
Table 7 presents a thorough comparison of different models, including the suggested 

approach. For each model, the table displays the important metrics for performance, such as 
F1 score, recall, accuracy, and other attributes. With an accuracy of 99.33% and perfect scores 
of 99 in recall, precision, and F1 score, the suggested model stands out. This illustrates the 
higher effectiveness of our approach in accurately classifying lung cancer kinds. The suggested 
design is a levying contender to improve the field of lung cancer diagnostics since it can 
outperform alternative approaches, as the table illustrates. 
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 Table 7  
 Comparing the approach and outcomes 
Reference Approach Outcomes 
W. Chen et al. [29] CNN that is both 2D and 3D with a hybrid 

fusion module (HFFM) 
Dice score - 88.8, Sensitivity - 87.2, 
Precision - 90.9 

M. B. Rodrigues, et 
al. [31] 

Laplace, Gaussian & Sobel filtering, SVM, 
KNN, SCM Mean HU, multilayer perceptrons 

SCM Mean HU Accuracy: 96.70 

Yutong Xie et al. 
[21] 

Collaborative Deep Learning based on 
knowledge, U-Net, and 3D-GLCM-SVM 

Accuracy - 91.60%, Specificity - 94%, 
AUC - 95.70%, Sensitivity - 86.52% 

Gian Son Tran et al. 
[19] 

2D Deep Convolutional Network Accuracy - 97.2, Sensitivity - 96.0, 
Specificity - 97.3 

Rebecca L et al. [25] 3D Probabilistic Deep Learning, V-Net 
architecture 

CADe sensitivity - 96.5%, CADx AUC - 
0.87 

Maja Stella et al. 
[32] 

VGG16, ResNet50, CNN Accuracy - 97.9, 93 

Janee Alam et al. 
[30] 

Watershed Transform, GLCM Identification - 97, Cancer Prediction - 
87 

M. S. Rahman et al. 
[8] 

Gaussian Blur, Otsu Threshold, Inception-V3, 
VGG-8, and MobileNet 

Accuracy - 97%, Sensitivity - 
96.26%,Specificity - 97.85%  

Lanjewar et al. [34] Modified DenseNet201, Feature selection 
methods 

Average accuracy - 95 

V. Nisha Jenipher et 
al. [35] 

R-CNN with MobileNetV2 and SCAM 
framework 

Accuracy - 98.6%, Specificity - 96.8%, 
Sensitivity - 97.5%, Precision - 98.2% 

Vani Rajasekar et al. 
[36] 

VGG16,Resnet50,InceptionV3 Accuracy-96.52,93.47,93.54 
Precision-92.14,93.31,90.57 

Proposed Approach Kmeans, VGG16 feature extraction, 
Fusion,SVM,Logistic Regression,FNN 

FNN Accuracy-99.33,Precision-
99,Recall-99,F1-score-99 
Cross validation average- accuracy-
95.43,precision-95.51,recall-95,F1-
score-95.42 

 
4. CONCLUSION 
 

Lung cancer remains a major threat to people's lives all over the world and a major 
challenge to global health. Because of its high death rate, prompt detection is essential for 
successful treatment. Lung cancer's complexity necessitates novel approaches, and in this 
regard, combining image processing and machine learning presents a state-of-the-art 
remedy. Using cutting-edge methods, this study explores the complex classification of lung 
cancer types, aiming to differentiate between cancerous and non-cancerous cases as well as 
between particular cancer subtypes. 

With today's complicated medical technologies, a precise and comprehensive diagnosis 
of lung cancer is more important than ever. Promising outcomes have been observed in the 
utilization of machine learning models, including the Feedforward Neural Network (FNN). The 
FNN is a strong tool for classifying lung cancer because of its impressive accuracy of 99.33%. 
The model's ability to attain remarkable recall, f1-score, precision and high accuracy places it 
at the forefront of the search for cutting-edge diagnostic techniques. 

The role that technology plays in enhancing diagnostic capabilities is becoming more and 
more apparent as we navigate the difficulties presented by lung cancer. The remarkable 
performance of the FNN highlights the possibility of a paradigm change during the lung cancer 
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diagnosis process. By advancing medical technology, this study contributes to the continuing 
conversation about improving lung cancer early detection, categorization, and intervention, 
offering hope for better patient outcomes and fewer fatalities. 
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