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Air pollution is a global issue causing 7 million deaths annually, primarily due to 
dangerous compounds and inhalable particles. The World Health Organization 
estimates that air pollution is a significant threat to human health and safety. The 
Internet of Things (IoT) is utilized in this research to analyse sensor data from various 
environmental monitoring devices. The objective is to build an IoT-based air quality 
system that assesses air quality conditions in specific areas and analyses air levels of 
various compounds. The study employs IoT technology to analyse data from various 
environmental sensors, aiming to create an IoT-based air quality system. The sensors 
include measuring NH, C6H6, VOCs (MQ135), CH4 (MQ5), and particle matter (PM2.5).  
The ESP32 microcontroller and thinger.io platform is used to develop the system. 
FastTree and Generalized Additive Model (GAM) are machine learning methods applied 
to predict and analyse air quality data. FastTree utilizes gradient-boosting to enhance 
accuracy, while GAM employs smooth parts, represented by splines, for relationship 
modelling. Evaluation metrics R2, RMSE, MSE, and MAE assess model performance, for 
MQ135 with FastTree outperforming GAM with an R2 of 91.91% compared to 78.05%. 
The IoT-based air quality system is user-friendly and effective, tracking harmful 
components against thresholds. Future work includes adding cameras and printed 
circuit boards for expanded analysis. 
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1. Introduction 
 

Companies have grown dramatically during the last quarter-century. Such actions have resulted 
in a severe and difficult environmental situation [1]. The World Health Organization (WHO) has 
advocated imposing limits on a range of air pollutants, including ground-level ozone, nitrous oxides, 
and sulphur oxide, to mitigate the negative health impacts of air pollution on the general public [2]. 
Pollution is mostly to blame for the severe climate, which has led to changes in biological and 
hydrological systems, habitat loss, stratospheric ozone depletion, climate erosion, and climatic 
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transition [3]. These pollutants have been related to several, including cancer, measles, asthma, 
respiratory issues, circulatory heart issues, and chronic cardiovascular disorders. 

Since these tools will be able to quickly detect and quantify the sources of emissions that 
comprise dangerous compounds, the sector for environment emissions monitoring systems is 
growing. The contemporary automated air surveillance program makes use of laboratory analyses 
that need rather sophisticated infrastructure, large amounts of data, inconsistent behaviour, and 
expensive methods [4]. This makes the high cost and massive bulk of large structures problematic. 
Device data cannot predict the end emissions situation because this device will only be installed at 
key control sites by a chosen group of significant companies. One such thesis recommends integrating 
IoT technology with environmental protection to address deficiencies in conventional control and 
detection systems and to cut research costs [5]. Based on several previous research, this inquiry was 
conducted, and an outside quality control process was used [6]. Numerous substances found in the 
air, including O3, SO2, CO, and particulate matter, may be determined. Urban growth offers a high 
level of life at the price of deteriorating the environment and air quality. Carbon oxides (COx), 
nitrogen oxides (NOx), sulphur oxides (SOx), atmospheric particulate matter (PM) with diameters less 
than or equal to 10 m (PM10), and PM2.5 with diameters less than or equal to 2.5 m are examples of 
air pollutants (PM2.5) [7]. A number of variables, including population size, wind direction and speed, 
pollution dispersion, location (indoors or outdoors), and various weather conditions, have an 
immediate impact on the quality of the air. Moreover, countries have enacted standards and 
regulations to monitor air pollution and alert their citizens [8]. Indoor air pollution has gotten less 
attention than outdoor air pollution, even though adults spend the bulk of their time indoors. This is 
a result of the global shift from the manufacturing sector to the service and knowledge-based sectors, 
which rely on indoor office environments [9]. Pollution sources are divided into two categories: 
natural and man-made (human-made). Furthermore, natural pollution refers to natural incidents 
that have a negative influence on the environment or emit hazardous substances [10].  

Natural disasters that produce enormous volumes of air pollutants such as SOx, NOx, and COx 
include forest conflagrations and volcanic outbursts. On the other hand, some man-made sources, 
such as car emissions and fuel combustion, are regarded as major drivers of air pollution [11]. 
Pollutants such as ozone, hydrogen, metal compounds, nitrogen, sulphur, and particulate matter may 
be produced. The term "atmospheric particulate matter" refers to material suspended in the 
atmosphere that is either liquid or solid [12]. 

Air pollution is mostly caused by man-made sources including fuel burning and automobile 
exhaust. In other hand, traditional air automated monitoring systems rely on laboratory analysis and 
are expensive, bulky, and equipped with complicated technology [13]. Meanwhile,  data from this 
system cannot be utilized to anticipate overall pollution levels since it can only be installed in essential 
monitoring zones of a small number of significant companies [14]. In order to address the 
shortcomings of current monitoring systems and detection techniques while also reducing test costs, 
this research offers a strategy for fusing IoT technology with environmental monitoring. Moreover, 
systems for measuring air pollution are now being employed in cities as a result of investments made 
in recent decades to meet emerging knowledge about the health hazards of air pollution [15]. 
Furthermore, these conventional systems are container-style monitoring stations that take up a lot 
of area and consume a lot of power, necessitating a lot of maintenance and manufacturing 
expenditures. To address the drawbacks of conventional monitoring systems and detection 
techniques while simultaneously reducing test costs, this study offers a strategy for fusing IoT 
technology with environmental monitoring [16]. 

The Quality of the Air A quantitative indicator that describes the condition of the air quality in a 
particular area is post-segmentation (AQI) [17]. A score above zero indicates greater concern about 
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the degree of air pollution and a greater threat to one's health [18]. The scale ranges from 0 to 500 
[19]. As a result, as shown in Table 1, created a pollution traffic light (red, yellow, and green) that 
integrates the qualities listed above and accurately depicts the environmental conditions in Ibarra, 
Ecuador. 

This study highlights the limitations of current emission parameter measurements and their 
implications for human health hazards [20]. It discusses the inadequacy of existing sensors in 
accurately measuring emissions, necessitating improvements in data collection and analysis. Current 
sensors are used to collect data on various emissions, but they fail to accurately predict and analyse 
the collected data [21]. 

 
Table 1 
The Understanding of the Air Quality Index 

Air Quality Index 
levels of health 
concern 

Numeric Value 
(ppm-parts per 
million) 

Explanations 

Good 0 to 50 The quality of the air is regarded as excellent, and there is little to no 
risk from air pollution. 

Moderate 51 to 100 The air quality is usually adequate, however certain pollutants can be 
harmful to vulnerable populations such as children, the elderly, and 
those with chronic diseases. 

Unhealthy for 
sensitive group 

101 to 150 General people may not experience any health risks while sensitive 
groups can be affected. 

Unhealthy 151 to 200 Serious health repercussions will be felt by the sensitive group, but 
regular people may also encounter some health difficulties. 

Very unhealthy 201 to 300 Everyone may have major health concerns at this level; thus, health 
awareness is necessary. 

Hazardous 301 to 500 
 

This is an emergency condition for everyone, the entire population is 
in serious health risk. 

 
This research paper proposes a novel predictive modelling approach to analyse sensor data from 

various environmental monitoring sensors, including (MQ135, MQ5, and PM 2.5) sensors [22]. It 
demonstrates its effectiveness in accurately predicting emission parameters and provides insights 
into hazard assessment. The problem statement highlights the insufficiency of current emission 
parameter measurements and emphasizes the need for improved predictive modelling techniques 
[23]. To fulfil these aims, the research effort is segmented into the following objectives to create an 
Internet of Things-based air quality system to assess the region's air quality. In addition, sensors are 
used to monitor the air rates of various compounds, such as, CO2, CH4, NH3, S, C6H6, and particulate 
matter (PM). In order, to make a forecast by analysing the air rates using two regression models using 
ML.NET (FastTree and GAM). 

To determine the concentration of carbon dioxide in a remote place, a monitoring system is being 
developed. The gadget also reports the temperature, humidity, and light output of the outdoor 
monitoring area. In a similar vein, the author has suggested a method for monitoring urban CO2 [24].  

In other hand, the system operates outside a 100-square-kilometer metropolitan area. In various 
investigations, the quality of the air, water, and soil has been assessed using a monitoring system 
based on the Internet of Things. To monitor the quality of the air, water, and soil, several sensors are 
employed, such as the DHT11, MQ135, and MiCS-2610 [25]. A CO, CO2, alcohol, temperature, and 
air humidity monitoring system that uses an IoT-based website as an interface to show the findings 
of the air quality measuring system was not examined in previous research. Rather than relying 
exclusively on the amount of gas in the air, believe that temperature and humidity monitoring are 
also necessary to monitor air quality. Consequently, this work proposes an IoT-based air quality 
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monitoring system that can identify NH, S, CO, CO2, alcohol, particle matter, and flammable gases at 
certain sites and provide the results of the measurement on a website. In this study, an Arduino and 
a Raspberry Pi are used along with a DHT11 module that measures temperature and an MQ135 
module that measures NH, S, CO, CO2, and alcohol and flammable gases [26]. 

 
2. Methodology  

 
The proposed air quality monitoring system device includes three sensors as shown in Figure 1, 

The local alarm, which consists of a sound alarm via sirens and lights to alert people of the location 
of changing air quality, as well as a remote alarm sending text messages via email to the authorized 
person's device and displaying the variables that occur in the air due to gas emission or a change 
practical matter to provide a high response to maintain air quality. The proposed air quality 
monitoring system employs more current and specialized techniques to detect the presence of gases 
and pollution in the air and to generate local and remote alarms. To make it easier to monitor the 
output of sensors, the Internet of Things will be made available through the thinger.io platform on a 
computer webpage or a mobile app. 

Through sensors, the gadget may monitor the air rates of various substances such as CO2, SO2, 
S, C6H6, CH4, and particle matter. The data is delivered to the cloud system, which is subsequently 
accessed via an Arduino WIFI module. Through a cloud Site page (Thinger.io), it is possible to access 
the tracking effects and monitor variables that occur in the atmosphere for the sensors used. The 
current model has been effectively applied, and it may be utilized to create systems in the actual 
world.  The system's design is shown in Figure 1. The output voltage of a sensor would rise as a gas 
was detected in the environment, reducing the gas concentration and deoxidizing. By utilizing the 
ML.NET algorithm for (FastTree and GAM) regression models for (PM2.5, MQ135, and MQ5) sensors, 
one may determine the proportion of error during (R2, RMSE, MSE, and MAE) and obtain prediction 
values for them. 
 

 
 

Fig. 1. Proposed IoT sensing system 
 
2.1 Machine Learning Models Explanation  

 
By using the ML.NET platform for regression and prediction models. Here's a step-by-step 

approach: 
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i. Data Preprocessing: The gathered data should be cleaned and prepared. In addition to 
handling missing values and outliers, data transformations like normalization and scaling 
may also be required. 

ii. Feature Engineering: Extract relevant features from the sensor data that can help in 
predicting gas concentrations. This may involve calculating statistical features, time-based 
features, or creating composite features based on domain knowledge. 

iii. Splitting the Data: Distinguish the pre-processed data from the training and testing sets. 
Regression models are usually tested on the testing set after being learned on the training 
set. 

iv. Model Training: Train regression models using the FastTree, and GAM models. These 
models provide implementations of decision tree-based algorithms that can handle 
regression tasks efficiently. 

v. Model Evaluation: Use appropriate regression assessment measures, such as mean 
squared error (MSE), mean absolute error (MAE), root mean square error (RMSE), and R-
squared, to evaluate the trained models (R2). Analyse the models' efficiency on the testing 
set to find out how effectively they can estimate gas concentrations. 

vi. Feature Importance: Use the feature importance capabilities provided by the FastTree and 
GAM modules to determine the importance of features in predicting gas concentrations. 
This analysis helps identify which sensors or features have the most significant impact on 
the predictions. 

vii. Predictions and Analysis: Use the trained regression models to make predictions on new 
data. Analyse the predicted gas concentrations and compare them with the actual 
measurements. Visualize the results to gain insights into the accuracy of the predictions 
and any patterns or trends in the data. 

viii. Relationship Analysis: To explore the relationships among the gases, calculate correlation 
coefficients between the predicted concentrations. Analyse the correlation matrix or 
create scatter plots to identify any significant relationships or dependencies between 
different gases. 

ix. Interpretation and Insights: Interpret the results obtained from the analysis. Identify the 
most influential sensors or features in predicting gas concentrations and understand the 
relationships among the gases. Obtain important knowledge that may be used in decision-
making or more research. 

 
2.1.1 FastTree model 

 
For classification and regression problems based on decision trees, the FastTree model is a 

machine learning technique utilized. It is a part of the Microsoft Machine Learning framework, 
specifically the ML.NET library, which is designed for developing machine learning models in .NET 
applications. The FastTree algorithm also builds an ensemble of decision trees to make predictions. 
However, there are some differences in the way the trees are constructed and the training process.  

FastTree is a versatile gradient-boosting ensemble method that excels in both regression and 
classification tasks. It efficiently handles large-scale datasets through optimizations like approximate 
sorting and parallelization, making it suitable for scenarios with extensive samples and features. With 
built-in techniques for controlling decision tree complexity, it helps prevent overfitting and enhance 
generalization. FastTree also provides valuable insights into feature importance, aiding in feature 
selection and understanding their impact on predictions. Its tuneable parameters, including the 
learning rate and ensemble size, offer flexibility for optimizing model performance across diverse 
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problem domains. 
 

2.1.2 GAM model 
 
Generalized Additive Models (GAMs) are statistical models that extend linear models by allowing 

for non-linear relationships between variables. In the context of air quality systems, GAMs are used 
for modelling, forecasting, and analysing air pollutant concentrations. They can capture complex and 
non-linear relationships between environmental variables (e.g., weather conditions, emissions, 
geographic factors) and pollutant levels. GAMs are valuable for trend analysis, short-term 
forecasting, health impact assessment, spatial analysis, data quality control, interactive visualization, 
and policy evaluation in air quality management. Their flexibility makes them suitable for addressing 
the intricate nature of air quality data and its impact on public health and environmental policies. 

 
2.2 IoT Sensing System 

   
The quantity of industrial emissions, automobile traffic, building activity, vegetation, and 

population density all significantly affect the city's air pollution levels depending on its location. For 
this project, sensors and data collection systems are being developed to offer real-time, precise data 
on the level of pollution at various locations throughout the city. A number of sensors are coupled to 
an ESP32 CPU to form it. The ESP32 wirelessly transfers the data to a smartphone application through 
a Wi-Fi module. The data is delivered from the smartphone application to the IoT cloud for 
monitoring and analysis. All sensor details are provided in Table 2 Parts per million (ppm) are used to 
measure the quantities of CO2, CO, NH3, C6H6, VOCs, and CH4, whereas grams per cubic metric 
(g/m3) are used to assess the amounts of particulate matter. 
 

Table 2 
Hardware Sensing Setup 
S. no.       Environmental parameter      Unit Sensor 
1 NH3, C6H6, VOCs, CO2 ppm MQ135 
2 CH4 ppm MQ5 
3 Particulate Matter          μg/m3         DSM501A PM2.5 

 
2.3 System Components  

 
A description of the needed equipment to construct the proposed air quality monitoring system 

is illustrated here which includes breadboard, buzzer (beeper), jumper wires, and emitting diode 
(LED) of three colours (green, yellow, and red) to know the device status, device power like a lithium 
battery displaying a Charge Shield LED indicator (green indicates full, red indicates charging), ESP32, 
MQ5, MQ135, and PM2.5. Figure 2 depicts the image with all of the component connections. 
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Fig. 2. The Component Connections 
 

2.3.1 ESP32 
 
The ESP32's temperature range of -40°C to +125°C enables it to function reliably in industrial 

environments. Powerful calibration circuitry allows for the dynamic removal of external circuit 
defects and adaptation to changing environmental circumstances. 

To achieve extremely low power consumption, ESP32, which was created for portable devices, 
wearable technology, and Internet of Things technologies, uses a variety of various forms of 
proprietary software. In addition, Modern features include dynamic power scaling, different power 
modes, and fine-grained clock gating. The ESP32 comes with filters, analogue, low-noise receive 
amplifiers, an RF balun, antenna switches, and power management modules. The ESP32 increases 
the applications with unparalleled capacity and diversity while requiring only a small quantity of 
printed circuit board (PCB). 

The ability of the ESP32 to function as a autonomous device or as a slave device towards the 
hosting MCU reduces the connection stack overhead on the main application CPU. The ESP32 can 
connect with a limited number of other devices through its SPI/SDIO or I2C/UART interfaces, and it 
also has Wi-Fi and Bluetooth capabilities. As shown in Figure 3, ESP32. 
 

 
 

Fig. 3. ESP32 
 

2.3.2 MQ5 
 
As seen in Figure 4, the MQ-5 gas sensor has excellent sensitivity for detecting LPG, natural gas, 

and coal gas. The output voltage rises as the concentration of the measured gases rises. It offers a 
quick reaction and recovery time, a sensitivity adjustment, and a signal output indicator. The MQ-5 
can detect a gas leak or monitor the output of your wood gas generator. 

Technical Specifications: 5 V supply voltage, 160 mA supply current, Analog output type 
Propane/LPG (C3H8), Methane/Natural Gas (CH4), Butane (C4H10), and Coal/Town Gas were 
detected. Concentration: 200 - 10000 ppm200 - 10000 ppm. 
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Fig. 4. MQ5 
 
2.3.3 MQ135 

 
The MQ-135 Air Quality Sensor is a low-cost that can be utilized in several applications, as shown 

in Figure 5 To identify the presence of dangerous gases, tin oxide is utilized. Due to its stability, high 
sensitivity, quick response, and long life, it is ideal for air quality control equipment. It is capable of 
detecting a wide range of hazardous environmental pollutants, including smoke, CO2, nitrous oxide, 
ammonia, and sulphide. To test for carbon monoxide gas, this device requires a 5V AC/DC heating 
power supply. It also supplies current at a 160-mA distance (20–1000 ppm). 
 

 
 

Fig. 5. MQ135 
 

2.3.4 Dust sensor DSM501A PM2.5 
 
A pulse signal created by the same counter and particle theory of light scattering will be collected 

inside the unit volume and will correspond to the exact number of particles. Figure 6 depicts the 
PM2.5 dust sensor. 

 
i. Can detect smoke, dust, and other allergic housing particles. 

ii. Can detect particles larger than one micron in size or 2.5 microns in size. 
iii. Lightweight, compact, and simple to install. 
iv. Signal processing is facilitated by a 5V input circuit. 
v. Internal air generator that is unrestricted in drawing in outside air. 

vi. Simple maintenance is required to maintain the sensor's long-term properties. 
 

 
 
Fig. 6. Dust Sensor 
DSM501A PM2.5  
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3. Results 
 
Machine learning is being used more and more frequently in a variety of industries for data 

analysis and prediction. This involves connecting sensors to an IoT cloud platform. In this project, we 
will look into how to connect sensors to the thinger.io IoT cloud platform, as seen in Figure 7. 
Additionally, we will configure the platform to send notifications through Gmail and utilize machine-
learning techniques to monitor and analyse the collected sensor data. In this project, we explored 
the process of connecting sensors (MQ5, MQ135, and PM2.5) to the thinger.io IoT cloud platform, 
configuring Gmail notifications, and utilizing machine learning for monitoring and analysing the 
collected data. By connecting the physical sensors to the cloud platform and employing machine 
learning techniques, we can gain valuable insights, make predictions, and take appropriate actions 
based on the sensor readings. This integration of IoT and machine learning opens up numerous 
possibilities for applications in environmental monitoring, smart buildings, and more. 
 

 
 

Fig. 7. Statistics in Thinger.io Platform 
 

3.1 Analysis of Measurement Data 
 
Once we have successfully interfaced the sensors for measuring air quality and environmental 

parameters with your ESP32 microcontroller, we can proceed to measure the desired variables. 
 

3.1.1 Monitoring and analysis with machine learning 
 
Once notifications have been set up and sensor data is streaming to thinger.io, we can move on 

to monitoring and ML analysis of the data that has been gathered. An open-source machine learning 
(ML) framework for.NET called NET is cross-platform and will load from the thinger.io platform. One 
way to derive meaningful insights from the data is by utilizing machine learning techniques for 
prediction and anomaly detection. 

To create and train prediction models, will make use of machine learning libraries. The gathered 
sensor data is used to train the machine learning models, which may then anticipate outcomes based 
on fresh data and write CSharp code to execute in VisualStudio. 
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By continuously monitoring the sensor data, we can feed it into the trained models and obtain 
predictions for future air quality, temperature, humidity, and gas levels. These predictions can be 
used to identify patterns, detect anomalies, or trigger further actions, such as adjusting 
environmental controls or sending additional notifications. 

 
3.1.2 Data collection and send data to the cloud 

 
This section will collect the data from indoors like houses and outdoors such as public places 

environment by opening the thinger.io platform going to data buckets and clicking on our device 
name air quality can monitor the data for all sensors (MQ135, MQ5, and PM2.5). And the total data 
are 9844 from 01/01/2022 to 01/07/2023. As seen in Figure 8, the gadget will provide measurements 
of value every minute. 
 

 
 

Fig. 8. Data Buckets in Thinger.io Platform 
 
3.2 Comparison with Machine Learning Models 

 
The R-squared (R2) statistic is a statistical measure of how much variance in a dependent variable 

can be accounted for by the independent predictors in the model. Lower numbers indicate greater 
performance when measuring a model's accuracy using the Root Mean Square Error (RMSE) 
measure. The mean squared error (MSE), a statistic used to assess the efficacy of regression models, 
quantifies the average squared discrepancies between the predicted and observed values. The mean 
absolute error (MAE), a measurement of the average absolute discrepancies between planned and 
actual values, is calculated as the average of the absolute differences. 

After collecting the data from the sensors (MQ5, MQ135, and PM2.5), proceed with the analysis 
using the FastTree and GAM models for regression prediction for CO2, NH3, C6H6, VOCs, CH4, and 
particle matter. The findings from using the data from the polluting gas measurement equipment in 
conjunction with the chosen machine-learning approaches are shown in this subsection. Table 3 
specifies the R2, RMSE, MSE, and MAE results referring to PM2.5 gas for each algorithm. As seen, no 
outlier values were found, hence the tests were just run once. The FastTree algorithm, followed by 
the GAM algorithm, produced the best results. Nevertheless, FastTree is somewhat more accurate 
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than GAM for simulated and real alignments (where the variance reduction is used as a selection 
criterion from the mean squared error metric). 

Since the FastTree technique requires more processing and memory resources than the other 
methods under discussion, it is imperative to resolve the disparities in processing times required by 
these algorithms. More specifically, compared to GAM, the FastTree required nearly 500 times as 
much processing time. The results for the FastTree algorithm as the best machine learning technique 
for air quality data were repeated for all the other sensors in the device.  These findings are shown 
in Table 2 for the PM2.5 data. As can be seen, the FastTree model's R2 value of 97.15% is the best 
when compared to other models GAM of 80.49%. This also means that the mean error is less than 
that of the other models. Table 3 for the PM2.5 data, Table 4 for the MQ135 data, Table 5 for the 
MQ5 data. The finding is the error is less by using FastTree models compared with other models for 
all sensors.   
 

Table 3 
PM2.5 Average for (R2, RMSE, MSE, and MAE 
Analysis of FastTree, and GAM Models) by 
ML.NET 
ML Technique R2 RMSE MSE MAE 
FastTree 0.9715 1.3755 1.8921 0.5232 
GAM 0.8049 3.5975 12.9418 2.4443 

 
Table 4 
MQ135 Average for (R2, RMSE, MSE, and MAE 
Analysis of FastTree, and GAM Models) by 
ML.NET 
ML Technique R2 RMSE MSE MAE 
FastTree 0.9191 0.7691 0.5915 0.3555 
GAM 0.7805 1.2667 1.6045 0.8253 

 
Table 5 
MQ5 Average for (R2, RMSE, MSE, and MAE 
Analysis of FastTree, and GAM Models) by 
ML.NET 
ML Technique R2 RMSE MSE MAE 
FastTree 0.9248 0.5535 0.3063 0.3046 
GAM 0.8592 0.7577 0.5741 0.5029 

 
 
Figures 9, 10, and 11 demonstrate the bar charts of the two regression models algorithm 

(FastTree and GAM) with the error values (R2, RMSE, MSE, MAE) for the data taken by the sensors in 
this device. 
 



Journal of Advanced Research in Applied Sciences and Engineering Technology 
Volume 48, Issue 1 (2025) 61-76 

72 
 

  
Fig. 9. PM2.5 average between R2, RMSE, MSE, 
MAE, and the two models 

Fig. 10. MQ135 average between R2, RMSE, MSE, 
MAE, and the two models 

  

 
Fig. 11. MQ5 average between R2, RMSE, MSE, 
MAE, and the two models 

 
These results of prediction are presented in Tables 6 and 7 for the all-sensors data by using 

different algorithms like FastTree and GAM models. Table 5 depicts the prediction values for all 
sensors using the FastTree model. Table 6 illustrates the prediction values for all sensors using the 
GAM model. 
 

Table 6 
The prediction of all gas sensors by 
FastTree models 
Sensors Prediction values Units 
PM2.5 (DUST) 43.5820 g/m3 
MQ135 1.6328 ppm 
MQ5 1.6664 ppm 
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Table 7 
The prediction of all gas sensors by 
GAM models 
Sensors Prediction values Units 
PM2.5 (DUST) 37.2089 g/m3 
MQ135 0.9219 ppm 
MQ5 1.6664 ppm 

 
Figures 12, (a) MQ135 prediction by two models (FastTree and GAM), (b) PM2.5 (Dust) Prediction 

by two models (FastTree, and GAM), (c) MQ5 prediction by two models (FastTree, and GAM) show 
the prediction value as a chart bar by using two regression models and for each sensor (PM2.5, 
MQ135, and MQ5), the units for MQ135 and MQ5 will be (ppm) part per million and for PM2.5 sensor 
will be g\m3. 
 

   
(a) (b) (c) 

 
Fig. 12. (a) The Prediction for MQ135 Using Two Regression Models, (b) The Prediction for PM2.5 
Using Two Regression Models, and (c) The Prediction for MQ5 Using Two Regression Models 
 
Figure 13, depicts the data of all sensors with the total quantity of values (PM2.5, MQ135, and 

MQ5) depending on the unit scale of each sensor. The proportions vary depending on the readings 
taken from the sensors and on the number of particles of gases found in the atmosphere. As we note, 
the lines appear in a straight picture, and high and low depend on the changing accrue in the air. 

 

 
 

Fig. 13. The values of sensors with the total number of readings 
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4. Conclusions 
 
Air pollution in metropolitan areas is a significant issue affecting the population, environment, 

and global economy. An IoT-based air quality monitoring system is a promising solution to address 
this issue. This simple, affordable, and effective system monitors dangerous components of the air, 
offering more benefits than previous systems. It is affordability and accurate sensor values make it a 
cost-effective and accessible solution for individuals and organizations. The IoT-based air quality 
system is a portable system that integrates Thinger.io with ESP32, allowing users to easily access and 
deploy it in various environments. The system combines simplicity, portability, cost, and connection 
via the ESP32 to be simple, inexpensive, and portable. It measures air rates of various substances, 
such as CH4, NH3, S, C6H6, flammable gases, and PM2.5, to detect and monitor hazardous 
components. The system analyses air rates using ML.NET for two regression models (FastTree and 
MAG), ensuring fast convergence and accurate predictions. FastTree is chosen as the primary model, 
ensuring precise and efficient air quality predictions. The system provides a practical and accurate 
approach to monitoring and predicting air quality in metropolitan areas, leveraging IoT technology 
to address air pollution challenges. In future works, we look forward to implementing, cameras and 
a printed circuit board (PCB) to improve the obtained results and test the maximum number of 
allowed sensors. The information acquired can then be used to develop models for predicting 
pollution levels and calibrating the sensors for long-term sensor drift. According to a preliminary 
analysis, future research will concentrate on the solar panel, power consumption, and charging, 
which have not undergone thorough testing. 
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