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 ABSTRACT 

 
A system of trains, buses, subways, ferries, and other vehicles that are accessible to the 
public is referred to as public transportation, also known as public transit or mass 
transit. These networks are usually run by private or public organisations are made to 
efficiently transport large numbers of people in urban and suburban areas. It usually 
operates on set schedules and routes and has a listed fare for each journey. Long wait 
periods and lengthy travel times resulting from delays are two problems that frequently 
plague public transportation services. There are several things that can cause a delay in 
public transport, such as an excess of passengers, heavy traffic, accidents, and other 
unforeseen circumstances. The availability of a more accurate delay prediction for 
public transportation might increase users’ confidence and their willingness to pay more 
for transit services. Over the past two decades, a number of studies on prediction 
algorithms for transportation data have been proposed. Most of the work is on machine 
learning model development, focusing on delay prediction and taking into account 
several factors such as weather conditions and infrastructure issues. This paper 
proposes a deep learning model to predict public transportation delays using data from 
public transportation and the weather. The results obtained from this research work 
are compared with several other existing works. Our experiment has demonstrated that 
the deep neural network (DNN) is the best model to predict transit delay compared to 
several other machine learning and deep learning models.  
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1. Introduction 
 

Big Data is the term used to describe the enormous volume of data produced daily by people, 
companies, and organisations. This data encompasses everything from social media to sensor data 
from Internet of Things (IoT) devices and online transactions [1]. There are some key areas where big 
data is making significant impacts in research. Some recent examples of big data used in past studies 
are disease and epidemics [2-4], social media [5-7] and transportation [8-10]. Big data contains 
unknown and possibly significant knowledge and information that is frequently extracted using 
machine learning and data mining methods [11]. Increasing productivity and profit while raising living 
standards and the quality of work operations is the goal of many. Today, big data has also emerged 
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as a crucial instrument for studying and enhancing public transportation systems, as it is important 
for many people, whether in cities or rural areas. The quality and availability of public transport 
services in a country can greatly affect citizens' lives [12], as they may rely on them for transit to 
work, school, and other areas. Having a good and efficient public transport system is important for 
facilitating better travel and reducing road congestion. Public transport services commonly have 
several issues, including long waiting times and long travel times due to delays. Public transport 
delays can be caused by several issues, such as traffic congestion and bad weather conditions. 
Predicting bus delays is one example of a crucial element in an intelligent public transportation 
system (IPTS). The combination of several non-linear components, such as traffic conditions, dwell 
periods, incidents, etc. may affect public transport arrival times. Typically, it is challenging to 
represent these interactions using traditional modelling tools. The availability of a more accurate 
estimation of public transportation delays can increase user confidence to use these services daily. 
Precisely estimating journey time can lower transportation expenses by avoiding congested areas 
thus improve the punctuality and quality of services. 

The transit and weather data include many features that are measured in numbers through 
sensors. While sensors and computers can precisely measure this data, it can be difficult for humans 
to understand the numbers. Therefore, there is a need for algorithms to improve prediction accuracy 
due to the complex nature of the urban environment and the various factors influencing bus arrival 
times. With machine learning algorithms, better results and robustness can be achieved. However, 
extrapolating large datasets over short time periods to produce precise forecasts is challenging. 
There are a number of studies have been developed to predict public transport delays using machine 
learning [13-15], however, there are no previous studies that make comparisons between these 
models. Therefore, this research paper presents Mean Absolute Error (MAE) comparison between 
several deep learning models as well as machine learning models for predicting public transport 
delays using a public transport and weather dataset. 
 
2. Related   

 
Over the past two decades, number of studies on prediction algorithms for transportation data 

have been proposed [16-18]. Most of them were focused on transportation and traffic flow analytics 
[19-21]. Some examples of these that use more complex approaches are the automatic personality 
categorization (APC) [22], artificial neural networks (ANN) [23], additive model [16], mean absolute 
percent error (MAPE), vehicle ad hoc networks (VANETs) [17] and support vector regression (SVR) 
[24]. In addition, multiple studies have used dynamic data from the advanced public transportation 
system [20], automatic fare collection (AFC) [23], and global location system (GPS) [25]. Furthermore, 
some related works use Kalman filters to include dynamic data in the aforementioned algorithms [19, 
20, 22, 23]. Recently, there have been even more studies on developing prediction models, for public 
transportation delays. These studies have also used a wide variety of models, such as Bayesian 
networks [9, 10], decision trees [7], deep learning [26-30], Kalman filters [31], multivariate regression 
[32], and random forests [33]. Furthermore, Serin et al., [34] have also tested and combined multiple 
models in a three-layer architecture. However, many of these recent studies have only used public 
transit data for their model. Many other factors, such as road [26] and weather conditions [26, 33] 
could have an impact on public transportation. By including other external data into the transit 
prediction models can provide more holistic model. Table 1 presents a summary of recent works on 
transportation delay prediction. 
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  Table 1 
  Summary of previous studies on public transportation prediction models 

Models Authors Dataset Performance 

Bayesian network Corman and Kecman [10]  Train transit MAE – ~0.7 – ~1.6 minutes 
Lessan et al., [9] Train transit Accuracy – more than 80% 

Decision trees Audu et al., [7] Bus transit Accuracy – 89% 

Deep learning Wu et al., [28] Train transit MAE – 37.56 seconds 

Yu et al., [30] Flight transit MAE – 8.41 minutes 

He et al., [26]  Bus transit, roads, weather MAE – 4.863 minutes 
Shoman et al., [27] Bus transit, location, probe MAPE – 5.32% 
Zhang et al., [29] Train transit MAE – 0.16 minutes 

Kalman filters Achar et al., [31] Bus transit, GPS MAPE – 14% – 25% 

Mixed Serin et al., [34] Bus transit MAPE – 2.552 

Multivariate regression Celan and Lep [32]  Bus transit, GPS MAE – 55.7s – 63.7s 

Regression  Evangeline et al., [35] Flight transit MAE (0.2 and 0.1), MSE (0.1 
and 0.04) 
RMSE (0.3 and 0.2) and 
Accuracy (99.7% 
and 99.8%) 

Fuzzy logic Leung et al., [33] Streetcar transit, weather MAE – 3.70 minutes 

 
The model presented in [10] computes the complexity of random-variable stochastic inference, 

enabling a real-time reduction of the uncertainty of future train delays as well as the update of 
probability distributions. The study focuses on the precision with which train delays are predicted, 
that is crucial for anticipating and acting proactively to control railway traffic in real time. The 
suggested model introduced a dynamic method for predicting train delays by taking into 
consideration the variability and unpredictable nature of railway traffic process times. The authors 
utilize a Bayesian network to model the uncertainty of train delays, using the conditional 
independences between events as a means of computing of their joint distribution. Lesson et al. [9] 
discuss the development and evaluation of a model for train operating delay prediction using a 
Bayesian network, specifically on a high speed railway line. The study addresses the challenges posed 
by uncertainties and disturbances in train operations, focusing on the significance of accurate delay 
predictions to improve the efficiency of train services. The proposed model aims to capture the 
complexities and dependencies in train delays by integrating historical data and domain knowledge 
to enhance prediction accuracy. The study evaluates three types of Bayesian network structures, 
including a heuristic hill-climbing approach, a primitive linear structure, and a hybrid model refined 
with domain knowledge and expertise. The evaluation results indicate that the hybrid Bayesian 
network model outperforms the other structures, attaining more than 80% prediction accuracy in a 
60-minute time frame. The study further assesses the model's performance through various 
measures, like the root mean square error (RMSE), mean absolute error (MAE), and mean error (ME) 
and demonstrates its potential for real-world application in improving delay management decisions 
and the deployment of trains. 

Yu et al., [30] in their study used a high dimensional dataset provided by Beijing International 
Airport to create a practical model for flight delay prediction. They proposed using support vector 
regression (SVR) together with a deep belief network (DBN) approach to identify key determinants 
of delay. The study found important variables such as airport congestion, air route conditions, and 
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previous flight delays, and demonstrated the DBN-SVR model's superior performance compared to 
benchmark techniques like support vector machines, linear regression, and k-nearest neighbors. The 
results indicated that the proposed model achieved high accuracy in predicting flight delays, meeting 
the industry's requirement of at least 98% of predicted delays being within 30 minutes deviation from 
actual delays [29]. 

The study's findings [31] revealed the data network selection has a major influence on how 
accurate bus arrival time estimates are, with the best performance observed for a data model that 
considers potential barriers affecting bus travel speed. The analysis also highlights the influence of 
time periods on prediction accuracy, showcasing the significance of segmenting travel times based 
on different time slots. The study's comprehensive evaluation, based on over 192,000 bus location 
data points, demonstrates that the proposed model, especially when considering the data model that 
determines travel speed barriers, yields accurate predictions with over 90% success rate for public 
bus service users, showcasing the practical applicability and reliability of the proposed approach. 

Evangeline et al., [35] in their study using different regression algorithms in machine learning 
explore the application of various regression algorithms in machine learning for predicting flight 
delays. It discusses the challenges associated with flight delays and the importance of accurate 
prediction for both airlines and passengers. The study compares the performance of different 
regression algorithms, such as gradient boosting regression, decision tree regression, random forest, 
and linear regression, in predicting flight delays. Through experimentation and evaluation, the article 
aims to identify the most effective algorithm for flight delay prediction, offering insights into 
potential improvements in air travel management and passenger experience. Through 
experimentation and evaluation, the article aims to identify the most effective algorithm for flight 
delay prediction, offering insights into potential improvements in air travel management and 
passenger experience. 

Leung et al., [33], in their study introduces an approach to predictive analytics in transportation 
using fuzzy logic-based machine learning. The method aims to address the challenges of analyzing 
large-scale transportation data by integrating fuzzy logic with machine learning techniques. It 
discusses the advantages of fuzzy logic in handling uncertainty and imprecision inherent in 
transportation data. The proposed algorithm is designed to predict various transportation-related 
outcomes, such as traffic flow patterns and travel times, to improve decision-making in urban 
transportation systems. The article highlights the potential of this innovative approach to enhance 
predictive analytics and support the development of smarter transportation systems [23].  
       
3. Methods 
 

This section provides the description of method to develop the proposed model that includes the 
environment, dataset used, data pre-processing, deep learning model specifications and model 
evaluation metric data description. 
 
3.1 Environment 
 

This study was conducted using a PC running on Windows 10 operating system with Intel Core i5-
8400 CPU @ 2.80GHz, NVIDIA Geforce GTX 1060 6GB GPU, 16GB RAM 2,666MHz. The code was 
programmed using Keras, Tensorflow, sklearn, and pandas libraries using python programming 
language through Jupyter Notebook. 
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3.2 Data Description 
 

The datasets used for this study are the Toronto Transit Commission (TTC) delay dataset from the 
Open Data Portal of the City of Toronto and weather data from the Weather Dashboard for Toronto. 
The data is selected for a six-year period, from January 1, 2014, to December 31, 2019. The streetcar 
delay dataset has 78,525 entries with 10 features describing streetcar delay incidents in Toronto, 
while the weather dataset has 2,191 entries with 70 features describing Toronto’s daily weather data. 
Table 2 provides a list of attributes of the dataset with descriptions. 

 
Table 2 
 List of dataset attributes 
Column Name Column Description 

A. 1 B. Time C. Time of delay incident 
D. 2 E. Temperature F. Average of all hourly temperatures within the day 
G. 3 H. Wind I. Average of all hourly wind speeds within the day 
J. 4 K. Visibility L. Average of all hourly visibility within the day 
M. 5 N. Rain O. Amount of rainfall within the day 
P. 6 Q. Snow R. Amount of snowfall within the day 
S. 7 T. Snow on Ground U. Amount of snow on ground within the day 
V. 8 W. Min Delay X. Length of transit delay in minutes 

 
Figure 1 shows the architecture of the deep neural network (DNN) model, which shows layers 

between the input and output with several hidden levels. These hidden layers enable DNNs to 
discover intricate patterns in data, making them powerful tools for reinforcement learning, natural 
language processing, and image recognition. In neural networks, activation functions specify how 
each node's output is created from the weighted sum of its inputs within the network’s layers. This 
model uses rectified linear units (ReLU) as the trigger function for the hidden layers. Here is how the 
ReLU function is defined: 

 
𝑓(𝑥) = max(0, 𝑥)             (1) 

 
where x is the input data for the layer. The function returns 0 in the case of any negative input and 
returns x in the case of positive input. Rather, it gives back the value it received.  
 

 
Fig. 1. Deep neural network model architecture 
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Futhermore, the output layer uses a linear activation function that returns the input value 
without any changes. The process of training neural networks is an optimization problem where we 
attempt to find the most optimal neural network model for our objective. Loss functions are 
functions that calculate the difference between the expected output and the predicted output of a 
model. The loss function that was used in this algorithm is mean squared error (MSE) which is defined 
as: 

 
𝑀𝑆𝐸 = (𝑦𝑡𝑟𝑢𝑒 −𝑦𝑝𝑟𝑒𝑑)

2            (2) 

 
where 𝑦𝑡𝑟𝑢𝑒 is the true length of delay and 𝑦𝑝𝑟𝑒𝑑 is the predicted length of delay. During training, the 

algorithm tries to find the model with the minimum loss by using optimizers. Optimizers are 
algorithms or methods that modify neural network parameters to minimise loss. The optimizer 
chosen for this model is the Adam algorithm, a stochastic gradient descent technique predicated on 
adaptive first- and second-order moment estimation. Table 3 shows a list of the hyperparameters 
that were used for the DNN model. 
 

  Table 3 
  List of DNN model hyperparameters 

Hyperparameter Value of method 

Y. Number of hidden layers Z. 3 

AA. Number of hidden units BB. [100, 50, 25] 

CC. Weight initialization DD. Glorot uniform 

EE. Activation function FF. ReLU 

GG. Optimizer HH. Adam 

II Learning rate JJ. 0.001 

KK. Number of epochs LL. 100 

MM. Batch size NN. 50 

 
3.3 Cross-Validation 
 

K-fold cross-validation is a frequently employed technique in machine learning for optimisation 
and to minimise overfitting. The data is divided into k folds of the same size using this procedure. 
Then, k-1 folds are used as the training set, while the remaining fold is used as the holdout set. The 
holdout set is used to assess the model after it has been fitted to the training set. This process is 
repeated k times, with a different fold used as the hold setting each time. For this study, a 10-fold 
cross-validation was used with an 80/20 train/test split. 
 
3.4 Model Evaluation Metrics. 
 

The corresponding percentage for mean absolute error (MAE) is mean absolute percentage error 
(MAPE), is the most widely used measures of model prediction accuracy. The MAPE providing a clear 
and interpretable measure of forecast error by a model. In other words, it expresses how much it 
deviates from the expectation measures. While knowing how to compute this measure and 
comprehending its significance are vital, it's equally crucial to comprehend its advantages and 
disadvantages before applying it in a production setting. Although the quality of a machine learning 
model may depend on the training data, the model's overall assessment is determined by the 
performance metrics employed in the real world. If the data exhibit irregularities such as skewing, an 
abundance of outliers, or a high percentage of zeros and nans, the performance metric will be 
responsible for assessing the efficacy of your model and identifying these problems. A performance 
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metric must be select that properly fits the use case to compare the model's predictions to its ground 
truths, or actuals, and obtain a deeper understanding of how your model affects user behaviour, 
profitability, and other measurements. The mean absolute error (MAE) is used to assess the efficacy 
of the suggested model. These metrics are defined as follows: 

 
𝑀𝐴𝐸 = |𝑦𝑡𝑟𝑢𝑒 −𝑦𝑝𝑟𝑒𝑑|            (3) 

 
where 𝑦𝑡𝑟𝑢𝑒 is the true length of delay and 𝑦𝑝𝑟𝑒𝑑 is the predicted length of delay. 

 
4. Results 
 

In this section, the accuracy of different models is presented. The results are measured in 
minutes. Table 4 displays the accuracy of the trained DNN model on the test set over 10 folds 
measured in MAE. The average MAE over the 10 folds is 3.21 minutes. Whereas the average of 10 
folds of other models is presented in Table 5. 
 

Table 4 
DNN model performance over 10 folds 
Model k MAE 

Model 1 3.15 
Model 2 3.15 
Model 3 3.26 
Model 4 3.23 
Model 5 3.26 
Model 6 3.21 
Model 7 3.21 
Model 8 3.21 
Model 9 3.20 
Model 10 3.25 

Mean 3.21 

 
Table 5 presents MAE results for several model in machine learning together with deep learning 

models for predicting public transport delays using TTC dataset. Obviously, the results show the Deep 
Neural Network (DNN) outperformed other models with an MAE of 3.21 over 10 folds. In evaluating 
machine learning models, including deep learning models, 5-fold or 10-fold cross-validation is 
commonly used in practice. These values strike a balance between variance reduction and 
computational cost. The DNN model's results also show a promising improvement over the previous 
study. This result could suggest that, when predicting the length of delay in public transportation, a 
DNN model could be considered one of the best models. However, there are several things that need 
to be considered when predicting public transport delays, such as architectures, hyperparameters, 
and preprocessing techniques, to determine which model performs best. Another process that may 
have contributed to better model performance is feature selection. The suggested model does not 
include the rain and snow variables in its dataset because it is believed that they will negatively 
impact the model learning process. 
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  Table 5 
  Comparison of model performance for transit delay prediction 
Type Model MAE 

Machine learning  Support vector machine (SVM) 3.60 
Machine learning Random forest  3.71 
Machine learning Bayesian network 3.59 
Machine learning Fuzzy logic  3.70 
Deep learning Long short-term memory (LSTM) 3.37 
Deep earning Deep neural network (DNN) 3.21 
Deep learning  Feedforward neural network (FNN) 3.52 

 
5. Conclusions 
 

This paper presents the accuracy of different machine learning and deep learning models in 
predicting public transport delays. Our finding shows that the DNN model perform better than other 
models with Mean Absolute Error (MAE) 3.21 of over 10 folds. Based on the findings, deep learning 
appears to be a better method for predicting delays in public transport. However, to ascertain which 
model performs best, several factors, including preprocessing techniques, architectures, and 
hyperparameters, must be considered when predicting public transport delays. Determining the DNN 
model's ideal hyperparameters is one area where further development can be done. There are other 
methods for hyperparameter optimisation that can be investigated, and using the ideal 
hyperparameters should enhance the performance shown in this work. Future research could also 
benefit from looking into other deep learning methods for predicting public transit delays and 
comparing the results of these models on various transit datasets. 
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