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#### Abstract

Particles dispersion studies have attracted researchers' interest in understanding the physics behind the phenomena. Fluid-particle transport related to cavity flows is relevant to several natural and engineering applications such as cleaning of process equipment. However, there is no detailed discussion on the flow in the cavity channel with the dispersion of the particles and the combination of the effect of different geometric and fluid parameters with the presence of heat. This study is about predicting the behaviour of the solid particle dispersion in the channel with cavity and the interaction with the surrounding fluid with different geometrical, flow and particles parameters. Cubic Interpolation Pseudo-Particle (CIP) method was applied to solve the hyperbolic, advective term of vorticity transport Navier-Stokes equations coupled with energy equation in the two-dimensional, incompressible and laminar flow over the cavity and Eulerian-Lagrangian approach to model the dispersion of the particles inside the cavity. Flow inside cavity with an aspect ratio ( $A R$ ) range from 0.5 to 4, and Reynolds number ( $R e$ ) from 50 to 1000 were investigated. Validation studies were conducted numerically by evaluating the CIP method on the flow in the channel with the cavity. Qualitative comparisons between the numerical and experimental were evaluated and presented.
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## 1. Introduction

The study of moving bodies in a flow field draws attention to the researchers in recent years due to its application in many fields. Conventionally, an experimental study was used to get real understanding in fluid-particle flow problem [1-4]. However, it is difficult to recreate the same problem in the laboratory for further experimental investigation. Moreover, in the real-life situation, the study of interested particle flow problem may involve many variable parameters, and some of them maybe not related to the scope of research. Therefore, it took a lot of time to control the variables to generate accurate outcomes. Besides, due to the limitation of the measuring devices, it is very challenging to get precise information for all point of interest in the flow itself for further analysis [5]. Tsorng et al., [6] have highlighted several issues and challenges in their experiment on particle tracking in a flow. Firstly, is the difficulty of tracking particle movement for a long time. There are no assurances that these particles will present in the specific target area for analysis due to particles movement. This may lead to the difficulties of tracking multiple particles simultaneously

[^0]due to the limited capabilities of detection devices. The second challenge is precaution needed to the particles used in the experiment. Finite-size of the particles or inertial migration may result in deviation. This problem also has been raised previously by Nobach and Bodenschatz [5].

However, with the advancement of computing powers over the years, computational fluid dynamics (CFD) nowadays has become an essential instrument for researchers to do the preunderstanding and grasp the first picture of the specific related problem, particularly in engineering application before applying to the full-scale testing. The increasing number of researchers utilizing computerize simulation demonstrate the efficiency of using the approach as it can save time and resources. Also, with the implementation of the CFD, researchers may tackle the complex fluid problems that previously seem to be challenging to reach [7-9]. The complexity is even higher when it comes to analyzing every single point of the particle in the multiphase flow problem, where every variable that affects the flow characteristic is considered.

Cubic-interpolated pseudo-particle (CIP) is one of the methods for solving the general hyperbolic equation. The spatial within each grid is interpolated with a cubic polynomial. Therefore, both values of a specific function and its spatial derivative on the grid are predicted in advance. The primary advantage of the CIP method acquired on a compact stencil is low numerical diffusivity and higher stability of the solution procedure without adapting special treatment as in Yabe and Takei [10]. The CIP model of solving multi-dimensional hyperbolic equation in Yabe et al., [11] for example, can be performed efficiently in vector machines.

Furthermore, it can be extended to increase accuracy since it has been divided into advection and non-advection terms. CIP method is arguably one of the numerical methods that can provide a solution with high accuracy and less diffusive compared to other numerical methods. Therefore, by developing a single particle-laden flow algorithm combining the CIP method for fluid phase with the particles-phase may be beneficial to scientists or engineers to obtain a stable and accurate solution for the related problems.

Over the last few years, Takewaki et al., [12]'s less diffusive CIP method has become very common to solve the hyperbolic equation. However, for spatial gradient data, the initial CIP technique using both the point values and its spatial gradients require additional border circumstances [11-14]. Usually, to get the derivation values on the node, it must distinguish the equation with the spatial variable. The procedure is not difficult for the simple case, where the velocity is constant, but it is not easy for complex equations [15]. The study of the convection process using CIP can be found on the study by Ida [16], Che Sidik et al., [17], and Sheldareh et al., [18]. However, a complete search of the literature revealed that there is no previous research which focuses on utilizing a combination of CIP numerical scheme to assess the flow in a channel with cavity with the particle dispersion and the combining effect of different geometrical and fluid parameters with the presence of heat. This is the motivation of the present study to conduct experimental and numerical analysis on the particle behaviour in the cavity of a channel with a heated cavity using the numerical algorithm based on the established CIP methods. In general, the phrase cavity flow refers to flow over the surface cavity or surface cut-outs. Cavity flows relevant to study the flow regime without implementing complicated geometric structure.

This study aims to investigate the behaviour of the solid particles in the dispersion process from the cavity inside the channel at the various combination of geometrical, flow and particles parameters. CIP method was applied to solve the hyperbolic, advective term of vorticity transport Navier-Stokes equations coupled with energy equation in two-dimensional, incompressible, and laminar flow over the cavity and Eulerian-Lagrangian approach to model the dispersion of the particle inside the cavity.

## 2. Methodology

### 2.1 Experimental Setup

Figure 1 illustrates an overview of the experimental layout. The experiment has been conducted in a closed-circuit water channel, which is consists of a tank, that act as the reservoir, centrifugal pump, two valves, flow meter, to indicate the flow rate and also the closed water channel, made with 4 mm thick acrylic with a different cavity aspect ratio that specially designed for this experiment.


Fig. 1. Diagram of the experimental layout and its component

The entrance length $\left(L_{e}\right)$ is defined as the region where the viscous effects near the wall affect the velocity profile of the flow, which is in constant change [19]. Therefore, it is important to determine the entrance length of the upstream flow so that the velocity profile of the incoming flow becomes constant before reaching the cavity and will not affect the flow formed in the cavity as shown in Figure 2.

The length of the entrance, $L_{e}$ for laminar flow can be written in a function of Reynolds number, $R e$ as follows
$L_{\mathrm{e}}=0.06 R e D_{h}$
where $R e=$ Reynolds number and $D_{h}=$ hydraulic diameter of the pipe. However, because the pipe is not circular, the hydraulic diameter can be described as
$D_{h}=4 A / P$
where $A$ is the area of the cross-section and $P$ is the perimeter of the wet part of the pipe. From Eq. (1), $L_{e}$ for different $R e$ has been calculated and presented in Table 1.

## Table 1

| Length of the entrance, $L_{e}$ required for each of Reynolds number, $R e$ |  |  |  |
| :--- | :---: | :---: | :---: |
| Reynolds number, $R e$ | 100 | 400 | 1000 |
| Entrance length, $L_{e}(\mathrm{~mm})$ | 150 | 600 | 1500 |

The test section consists of a smooth $25 \times 25 \mathrm{~mm}$ square channel with 1500 mm long inlet $\left(L_{i}\right)$, 500 mm long outlet ( $L_{o}$ ) and a wall thickness of 4 mm for the whole channel and cavity as Figure 3. For cavity section, the length and depth ( $L$ and $H$ ) are the same with the channel opening ( 25 mm ) but have a variable range of length, $L$ from 75 to 100 mm ( $A R=3$ and 4). Summary of test section dimension was shown in Table 2.


Fig. 2. The definition of entrance length $\left(L_{e}\right)$ in the channel before the cavity


Fig. 3. Cavity channel geometric parameters
Table 2
Summary of test section dimension

| Aspect Ratio $(A R)$ | $L_{i}(\mathrm{~mm})$ | $L_{o}(\mathrm{~mm})$ | $L(\mathrm{~mm})$ | $W(\mathrm{~mm})$ | $H(\mathrm{~mm})$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 4 | 1500 | 500 | 100 | 25 | 25 |
| 3 | 1525 | 500 | 75 | 25 | 25 |

There are two different sizes of cavities used in this experiment to represent two different aspect ratio $(A R)$ which is 3 and 4 . Other than comparison purpose to the numerical results within the research scopes, AR 3 and 4 were selected because longer cavity's length provides a clear image for visualization. Shorter length affecting the diffusion rate of the dye used for visualization, thus, produce an unclear image of flow structure. For each case, three different Reynolds number, Re have been used, 100, 400 and 1000. These values have been selected so that it can be compared with numerical results from the present method and works of literature within the scopes of the research. The Reynolds number, Re is calculated from the incoming flow average velocity ( $u_{\text {avg }}$ ), the hydraulic diameter of the channel, $D_{h}$ and kinematic viscosity of the fluid, $v$. By definition,
$R e=\frac{u_{a v g} D_{h}}{v}$

By controlling the flow rate of the incoming flow, we can adjust to the desired velocity of the flow and therefore, controlling Reynolds number, Re of the flow as well. Using Eq. (3), for Reynolds number, Re from 100 to 1000, calculated range of flow velocity, $u_{\text {avg }}$ in the channel between 4.016 $\mathrm{mm} / \mathrm{s}$ and $40.160 \mathrm{~mm} / \mathrm{s}$. Determination of $u_{\text {avg }}$ for each $R e$ is important in order to obtain the value of flow rate required for the experiment. The flow rate value can be obtained by using Eq. (4).
$Q=u_{\text {avg }} A$
where $Q$ is the flow rate, $u_{\text {avg }}$ is the average flow velocity and $A$ is the area of the channel crosssection. This is crucial as the range of flow rate, $Q$ value needed for suitable pump and flowmeter scale selection. The flow rate based on the high-velocity range is between $0.151 \mathrm{I} / \mathrm{min}$ and 1.506 $1 / \mathrm{min}$. The summary of flow rate for each $R e$ is shown in Table 3.

Table 3
Flow rate and flow with corresponding Reynolds number, Re

| Reynolds number, $R e$ | Average flow velocity, $u_{\text {avg }}(\mathrm{mm} / \mathrm{s})$ | Flow rate, $Q(1 / \mathrm{min})$ |
| :--- | :--- | :--- |
| 100 | 4.0160 | 0.151 |
| 400 | 16.064 | 0.602 |
| 1000 | 40.160 | 1.506 |

In the experiment, the flow rate was controlled by using a ball valve positioning upstream the pump and measured by glass flowmeter, Platon NG series range from $0.1 \mathrm{I} / \mathrm{min}-1.5 \mathrm{I} / \mathrm{min}$ with accuracy up to $1.25 \%$ full-scale deflection (FSD).

### 2.2 Flow Visualization

Three methods were used to visualize flows in experimental fluid dynamics which are surface flow visualization, particles tracer method and optical method [20-22]. In this study, the classical flow visualization technique using liquid dye as used by Mega et al., [23] was chosen. This is due to the limit of the qualitative aspect of the flow structure. Liquid dye technique can determine the moving instability of the shear layer past over the cavity. This method, however, has a drawback. It cannot produce excellent quality images for stationary vertical structure for Reynolds number, Re below 100 and aspect ratio, $A R$ less than 2 for this experiment configuration.

The experiment is using Sony alpha 6000 ( $\alpha 6000$ ), ILCE6000 model, 24 megapixels mirrorless digital camera with $16-55 \mathrm{~mm}$ zoom lens as image recorded device and positioned in front of cavity to visualize the velocity profile and flow behaviour with different Reynolds number, $R e$ especially in the cavity. The experiments for each Reynolds number were repeated three times to obtained reliable and consistent visual results. The reproducibility of flow visualizations was verified by recording various picture sequences with a different channel running, and by testing different dye ink-water mixture. Note that there is a saturation of the cavity with ink if the observation time is too long. Therefore, the dynamical flow structure in the cavity cannot be identified.

### 2.3 The Numerical Scheme

Advection equation for hyperbolic type of equation can be solved by using Cubic Interpolated Pseudo-particle (CIP) method. This method is a semi-Lagrangian scheme which gives not an only less diffusive result but also stable outcome without any flux limiter [11]. Therefore, Yabe [24], Ishikawa
et al., [11], and Yabe and Aoki [14] have proposed a general hyperbolic solver. The solver scheme needs to split the equation into two parts which are advection and non-advection phases.

Eqs. (5) and (6) show the vorticity transport and energy equation in dimensionless form. The equations consist of advection and non-advection part on the left- and right-hand side of the equations, respectively. The non-advection phase of the equations will be solved by using central finite difference, and the advection phase will be solved using two-dimensional CIP approach.

Momentum dimensionless equation
$\frac{\partial \Omega}{\partial \tau}+U \frac{\partial \Omega}{\partial X}+V \frac{\partial \Omega}{\partial Y}=\frac{1}{R e}\left(\frac{\partial^{2} \Omega}{\partial X^{2}}+\frac{\partial^{2} \Omega}{\partial Y^{2}}\right)+\frac{G r}{R e^{2}} \frac{\partial \theta}{\partial X}$
Energy dimensionless equation
$\frac{\partial \theta}{\partial \tau}+U \frac{\partial \theta}{\partial X}+V \frac{\partial \theta}{\partial Y}=\frac{1}{P r R e}\left(\frac{\partial^{2} \theta}{\partial X^{2}}+\frac{\partial^{2} \theta}{\partial Y^{2}}\right)$
where $\Omega$ is dimensionless vorticity, $X$ and $Y$ are dimensionless space in horizontal and vertical direction respectively, $U$ and $V$ are dimensionless velocity component in horizontal and vertical direction respectively, $G r$ is Grashof number, $R e$ is Reynolds number, $\theta$ is dimensionless temperature, $\tau$ is dimensionless time, and $\operatorname{Pr}$ is Prandtl number. In conjunction with the CIP method, Eq. (5) divided into advection and non-advection phases. Then, the split equation must be differentiated to determine the $\Omega$ and $\theta$ gradient. Thus, the differentiation results are described as the following equation.

The advection phase:
Momentum
$\frac{\partial \Omega}{\partial \tau}=-\left(U \frac{\partial \Omega}{\partial X}+V \frac{\partial \Omega}{\partial Y}\right)$
$\frac{\partial_{X} \Omega}{\partial \tau}=-\left(U \frac{\partial_{X} \Omega}{\partial X}+V \frac{\partial_{X} \Omega}{\partial Y}\right)$
$\frac{\partial_{Y} \Omega}{\partial \tau}=-\left(U \frac{\partial_{Y} \Omega}{\partial X}+V \frac{\partial_{Y} \Omega}{\partial Y}\right)$
Energy
$\frac{\partial \theta}{\partial \tau}=-\left(U \frac{\partial \theta}{\partial X}+V \frac{\partial \theta}{\partial Y}\right)$
$\frac{\partial_{x} \theta}{\partial \tau}=-\left(U \frac{\partial_{\chi} \theta}{\partial X}+V \frac{\partial_{\chi} \theta}{\partial Y}\right)$
$\frac{\partial_{Y} \theta}{\partial \tau}=-\left(U \frac{\partial_{Y} \theta}{\partial X}+V \frac{\partial_{Y} \theta}{\partial Y}\right)$
and the non-advection phase
Momentum
$\frac{\partial \Omega}{\partial \tau}=\frac{1}{R e}\left(\frac{\partial^{2} \Omega}{\partial X^{2}}+\frac{\partial^{2} \Omega}{\partial Y^{2}}\right)+\frac{G r}{R e^{2}} \frac{\partial \theta}{\partial X}$

Energy
$\frac{\partial \theta}{\partial \tau}=\frac{1}{P r R e}\left(\frac{\partial^{2} \theta}{\partial X^{2}}+\frac{\partial^{2} \theta}{\partial Y^{2}}\right)$
$\frac{\partial_{X} \theta}{\partial \tau}=\frac{1}{P r R e}\left(\frac{\partial^{3} \theta}{\partial X^{3}}+\frac{\partial^{3} \theta}{\partial X \partial Y^{2}}\right)-\partial_{X} \theta \frac{\partial U}{\partial X}-\partial_{Y} \theta \frac{\partial V}{\partial X}$
$\frac{\partial_{Y} \theta}{\partial \tau}=\frac{1}{\operatorname{PrRe}}\left(\frac{\partial^{3} \theta}{\partial X^{2} \partial Y}+\frac{\partial^{3} \theta}{\partial Y^{3}}\right)-\partial_{X} \theta \frac{\partial U}{\partial Y}-\partial_{Y} \theta \frac{\partial V}{\partial Y}$
where $\partial_{X} \Omega=\partial \Omega / \partial \mathrm{X}$ and $\partial_{Y} \Omega=\partial \Omega / \partial \mathrm{Y}, \partial_{X} \theta=\partial \theta / \partial \mathrm{X}$ and $\partial_{Y} \theta=\partial \theta / \partial \mathrm{Y}$. The details description of the advection and non-advection phase is documented in [25] and will not be given here.

### 2.4 Validation Study

### 2.4.1 Lid-driven cavity

To simulate and validate the flow phenomenon, square cavity with wall boundary $\mathrm{H}=\mathrm{L}$ was introduced as shown in Figure 4. The velocity of the top lid was dimensionless where $U=u / u_{\infty}=$ 1. For the simulation, the time resolution used based on the Courant-Friedrichs-Lewy, CFL condition of Eq. (19). $\Delta \tau=0.0001$ is used in this research, which is satisfied with the CFL requirements where
$C=U \Delta \tau / \Delta X \leq C_{\max }$
where $C_{\max }=1$. Von Neumann Stability analysis procedure is used to verify the stability of finite difference schemes as applied to linear partial differential equations. Referring to the Von Neumann stability analysis, as discussed in Anderson et al., [26], the stability condition for this particular equation is approximated as follows:
$\frac{\Delta \tau}{R e}\left[\frac{1}{(\Delta X)^{2}}+\frac{1}{(\Delta Y)^{2}}\right] \leq \frac{1}{2}$


Fig. 4. Computational domain's schematic diagram and boundary conditions for validation study in a lid-driven cavity

Furthermore, the computational domain for validation work is discretized using the square element with $\Delta X=\Delta Y$. A different number of square cells depend on the number of grid points needed in the validation study. The size of the cell, $\Delta X \times \Delta Y$ is depending on the requirement from Eqs. (19) and (20) to maintain its stability and accuracy of the results. In this research, the following convergence criterion is applied to guarantee that the dependent variables converge as in Eq. (21).
$E=\frac{\left\|\Lambda^{n+1}-\Lambda^{n}\right\|_{\infty}}{\left\|\Lambda^{n+1}\right\|_{\infty}} \leq 10^{-6}$

### 2.4.2 Channel with heated cavity

Instead of moving lid, flow inside the cavity was moved by the shear stress from the flow moving in the channel. Besides, there is mass transfer and exchange happened from the fluid in the channel to the cavity, depends on different variables of the flow and boundary of the computational domain. Work did by Stiriba et al., [27], Abdelmassih et al., [28], and Manca et al., [29] were analyzed to validate or verify the numerical method of thermal CIP in the present research.

The geometry of the channel including the square open cavity and the computational domain used in the validation study are shown as in Figure 5 with a uniform heat flux heats the bottom wall of the cavity while the other walls are adiabatic. The same configuration can be found in work by previously stated literature. However, Stiriba et al., [27], and Abdelmassih et al., [28] studied in the three-dimensional problem rather than two-dimensional as in the present study. Despite that, the required information for the validation study was provided by both works of literature. Also, Poisseulle flow enters through the left boundary, and the flow is considered to be two-dimensional, laminar and incompressible with viscous dissipation is neglected as described in Manca et al., [29].


Fig. 5. Mathematical model of the channel with cavity and heat source at the bottom of the cavity for the validation study

In order to simulate and validate the flow phenomenon of the channel with a heated cavity, cavity with aspect ratio, $A R=1(L / W=1)$ and $2(L / W=2)$ was used. The computational domain for validation work was discretized using the square element with $\Delta X=\Delta Y$. For the simulation, the time resolution used based on the CFL condition of Eq. (20). $\Delta \tau=0.001$ is used in this research, which is satisfied with the CFL requirements. The spatial resolutions generated for the study and the parameters involved were presented as in Table 4. In this validation process, the following enforced convergence criterion is applied to guarantee that the dependent variables converge as in Eq. (21)

## Table 4

Cell size ( $\Delta X \times \Delta Y$ ) for the cavity and flow parameters used for validation study in the channel with a heated cavity

| Cell size $(\Delta X \times \Delta Y)$ | $R e$ | $G r$ | $A R$ | $\operatorname{Pr}$ |
| :--- | :--- | :--- | :--- | :--- |
| $0.01 \times 0.01$ | 100 | 1000,10000 and 100000 | 1 and 2 | 0.7 |

## 3. Results

### 3.1 Validation of Numerical Results in Lid-Driven Cavity

Figure 6 shows the comparisons of the numerical simulation results for the streamlines inside the square cavity. The results are presented in three different Re, which are 100, 400 and 1000 using the same uniform grid points ( $129 \times 129$ ). Figure 6 clearly illustrate that the vortex structure is affected by Re. In the case, $\mathrm{Re}=100$, the flow in the cavity is described by one large primary vortex. As Re increases from 100 to 1000 , the centre of primary vortex drifts off towards the centre of the cavity as a result of the effect of force inertia of the fluid.

For $R e=100$, the secondary vortices are almost invisible for displayed clearly in the streamlines. Ghia et al., [30], however, proving those secondary vortices exist in both right and left bottom corner of the cavity but in a small form. Moved to $R e=400$, as the primary vortex moved towards the centre, the secondary vortices are getting larger in shape, especially the right bottom vortex. It is significantly larger than the opposite. The strength growth of the primary vortex also increases the size and strength of the secondary vortices, directly translate into the changes of velocity of the circulating flow. The profile of the velocity of the flow will be discussed in the next section. As $R e$ is increased to

1000 , the primary vortex is getting close to the centre of the cavity. Both secondary vortices' magnitude at the bottom corner of the cavity is getting larger due to increasing of shear from the primary vortex. Therefore, from Figure 6, the streamlines plotted in the cavity reflected that the current results are giving a good agreement with the benchmark results.

## Present

 uniform grid(129 $\times 129$ )

Ghia et al., [31] uniform grid $(129 \times 129)$

(a)

(b)

(c)

Fig. 6. Streamlines inside the square cavity based on the present numerical method and the benchmark results for (a) $R e=100$, (b) 400 and (c) 1000

### 3.2 Comparative Evaluation of the Experiment and Numerical Simulation

Figure 7 shows the streamlined profile and vortices formation inside the cavity with aspect ratio, $A R$ of 4 at steady state for $R e$ of 100,400 and 1000 for both experiment and numerical method using CIP method. The experiment was conducted at different $R e$ for a cavity with aspect ratio, $A R=4$. By taking the cavity as a reference, the centre of primary vortex for $R e=100$ located at $X=1.37$ and $Y=$ 0.60 , slightly curved downwards to the bottom of the cavity with the separation shear wall curved downwards along the $X$-direction. This is due to the inertial forces from the incoming flow inside the channel. As $R e$ increases to 400, the primary vortex position changes towards the forward-facing step with the separation shear wall almost linear as a result of the shear from the channel flow. At $R e=400$, the centre of primary vortex located at $X=3.36$ and $Y=0.58$ with no secondary vortex were traced. Similar formations of vortices for $R e=100$ and 400 for $A R=4$ were found in the Fang et al., [31]. For $R e=1000$, the formation of secondary vortices formed in the bottom-centre and bottomleft corner of the cavity due to increases of flow circulation inside the cavity. The higher shear from primary vortex increases the circulation of secondary vortices, thus affecting the sizes of the vortices due to the increase of inertia.

The effect of different $R e$ to the speed of flow circulation can be observed in Figure 8. At this point, the location of the primary vortex centre in the cavity is $X=3.38$ and $Y=0.57$ while the centre of secondary vortices located at $X=0.34, Y=0.38$ and $X=2.38, Y=0.22$ respectively.


Fig. 7. Flow characteristic for aspect ratio, $A R=4$ at different Reynolds numbers, $R e(a)$ instantaneous flow visualization image obtained using dye ink and (b) numerical results using CIP method


Fig. 8. Comparison of velocity components at different Reynolds number, $R e$ (a) $U$-velocity along the vertical line and (b) $V$-velocity along the horizontal line at the center of the cavity for $A R=4$

A comparison of the flow structures and vortices formation of the experimental and numerical result shows great similarities; a large primary vortex was formed in the cavity for all $R e$. The centre of the vortex moves towards the forward-facing wall for $R e=400$ when compare to $R e=100$ (see Figure 7). As $R e$ increase to 1000, the formation of secondary vortices formed in the bottom-centre and bottom-left corner of the cavity. In the experiment results, however, secondary vortices are barely seen due to the lower intensity of the indicator dye ink in the area that may highlight the vortices formation. The differences, especially for $R e=100$, maybe due to the three-dimensional effect of the width of the cavity. The lower speed of flow circulation also made the dye ink diffused into the fluid faster.

### 3.3 Solid Particle Behaviour in a Channel Flow with Cavity

The changes in flow's $R e$ and cavity's $A R$ significantly affect the total number of particle removal from the cavity, as shown in Figures 9 and 10. Note that when the $R e$ increasing, the percentage of particles dispersed from the cavity also increase. This effect can be observed for all $A R$. For deep cavity, $(A R=0.5)$, there are $6.5 \%$ increases in removal percentage when $R e$ is increasing from 50 to 1000. The increases are relatively small compared to other $A R$. As $R e$ increase, flow penetration into the cavity during the transient period, and the mass transfer of fluid also increases [31]. Thus, the percentage of removed particle increases.


Fig. 9. Percentage of particle removal from the cavity for different Reynolds numbers, $R e$ at various aspect ratios, $A R$


Fig. 10. Percentage of particle removal from the cavity for different aspect ratios, $A R$ at various Reynolds numbers, Re

In addition, particles dispersion behaviour was affected by the vortices formation inside the cavity. For $A R=0.5$, two vortices were seen formed as in Figure 11(a) where the primary vortex is induced by inertial forces of fluid flow of the channel while the secondary vortex is formed from the inertial forces from the primary. Therefore, as $R e$ increases, the primary vortex seems to appear skew to the right, following the direction of flow inside the channel. The changing shape and velocity of the primary vortex affecting the secondary, the formation of secondary vortex made the particles trap into the circulation of flow without enough drag to disperse out of the cavity. Furthermore, the primary vortex has a high value of kinetic energy, and the strength reduces rapidly for the secondary vortex as the cavity going deeper [32]. Therefore, in a deep cavity, the primary vortex is influential on the mass transfer of the fluid, thus, affecting the dispersion of particles out of the cavity. The changes in velocities magnitude affected by the $R e$ can be observed, as shown in Figure 12.

Closer examination on the cavity with unity $A R$, the removal percentage increases from $12.5 \%$ for $R e=50,17.125 \%(R e=100), 22 \%(R e=200), 25.9 \%(R e=400)$ to $26.625 \%$ for $R e=1000$. Higher penetration of the flow during the transient period as $R e$ increases affecting the number of particles dispersed from the cavity. A single primary vortex is formed inside the cavity, as shown in Figure 10(b) and the centre of the vortex shifted to the right as $R e$ increase. Besides, velocities magnitude of flow circulation increases as $R e$ increases as illustrated in Figure 12. As a result, particles seem to concentrate at the higher velocity region along the peripheral region of the vortex, as illustrated in Figure 11(b) due to inertia of the particles [33].


Fig. 11. Flow structure and particle distribution in the flow field of the channel with cavity with aspect ratio, $A R$ (a) 0.5 and (b) 1 at steady state at various Reynolds number, Re

Meanwhile, for shallow cavity, the removal percentage is increasing from $35.6 \%$ to $43.6 \%$ ( $A R=$ $2), 51.6 \%$ to $61.7 \%(A R=3)$ and $68.6 \%$ to $76.9 \%(A R=4)$ as $R e$ is increase from 50 to 1000 . Higher flow penetration during initial flow development made the shallow cavity have a higher removal percentage compared to the deep and unity cavity. By examine the removal percentage for $A R=4$, there are decreasing removal percentage ( $-5 \%$ ) as $R e$ increases from 50 to 100 before increases to higher $R e$. This phenomenon is opposite to other $A R$.


Fig. 12. Comparison of the velocity profile of aspect ratio, $A R=0.5$ (top), $A R=1$ (middle) and $A R=4$ (bottom) along the centerline of the cavity at different Reynolds number, $R e$ for (a) velocity profile of horizontal and (b) vertical component along the centerline of the cavity

For understanding the situation, a closer examination should be taken upon the flow development in the cavity for $A R=4$. As seen in Figure 13, a small vortex formed after the backwardsfacing step for $R e=50$ while large vortex was formed, and stretch to fill the cavity as $R e=100$. As a result, more particles trapped inside the circulation without being removed from the cavity compared to $R e=50$. For higher $R e(200$ to 1000$)$ even though the primary vortex is more extensive, most of the particles were removed during the transient period. It can be observed that the particles were
dispersed along with the circulation at the higher velocity and vorticity region. Similar particle behaviour in vorticity region can be found from the previous study by Brandon and Aggarwal [34]. This can be observed of higher concentration of particles along the peripheral of closed circulation of the flow. Besides, the presence of two secondary vortices trapped the particles inside the vortices region as $R e=1000$.


Fig. 13. Flow structure (a) and particle distribution (b) in the flow field of the channel with cavity with aspect ratio, $A R=4$ at steady state at various Reynolds number, Re

## 4. Conclusions

In the present study, it shows that the flow characteristic is dependent on the $A R$ of the cavity. It is good to mention that $R e$ of the flow also affects the flow and the formation of the vortices inside the cavity. For instance, for the same value of $R e$, the difference of formation of vortices structure can be observed for different $A R$. An example of these differences can be observed for Reynolds number, $R e=1000$ in the cavity with $A R=4$ where two secondary vortices are formed in a different location, where only one secondary vortex is formed in lower AR. The formation of vortices inside the cavity also affected the mass transfer of the fluid in the cavity.

The qualitative study of the behaviour of the particles in present results shows that the particles are dependent on the flow characteristics inside the cavity. The particles move as a result of the drag force of the particles from the fluid. From the results presented, particles tend to move along the peripheral of the vortices as those regions have higher vorticity value. The fluid flow into the cavity and formation of the vortices made a portion of the particles washed away from the cavity and the others trapped inside the circulation of the flow. These effects of the removal of particles from the cavity are most pronounced for $A R=4$ with $R e=1000$, where more flow penetration and displacement of fluid and the effect of vortices formation process inside the cavity while the particles removed least pronounced for $A R=0.5$ with $R e=50$.
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