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Continued usage of fossil fuel-based electricity generation is one of the main factors 
for the greenhouse effect. As the greenhouse effect increase, the ambient 
temperature of the earth will also increase. As the temperature increase, the usage of 
air conditioning in buildings is also expected to increase. Since that more than 50 % of 
building energy consumption goes to air conditioning, it is utterly important to look 
into the methods that can be used to predict the impact of variations in temperature 
towards building energy consumption. This paper hence tries to perform a conceptual 
review on the prevalent methods that have been used for prediction of energy 
consumption, grouped in the category known as the white box, grey box and black 
box. The comparison of the different methods used in forecasting of energy 
consumption is discussed in terms of application, input, specific approach, advantage 
and disadvantage. It is hoped that the work carried out in this paper will be the 
reference to jump start the research work of others in this field of study. 
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1. Introduction 
 

Buildings consume almost 40% of global electrical power on a daily basis as a result of fast 
expanding populations, growing economies, and advances in technology, according to Khan et al., 
[1]. Buildings contribute significantly to global consumption of energy and greenhouse gas emissions, 
particularly carbon dioxide, which is responsible for environmental pollution, climate change, and 
global warming, according to Kunalan et al., [2] and Norouziasl and Jafari [3]. Offices and other 
business buildings that use a lot of energy globally are particularly vulnerable to this problem. 

According to Vijayan [4], energy utilisation, power consumption, and energy conservation are 
urgent concerns due to the rising demand for electricity around the world. In order to avoid 
overproduction and to improve energy management and efficiency, accurate demand forecasting is 
crucial. The importance of developing reliable models for consumption of energy prediction is 
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underscored by Mohapatra et al., [5] in order to facilitate informed decision-making and effective 
energy management. In a similar vein, Daut et al., [6] underscore the need for accurate industrial 
energy use predictions in order to optimise production plans and procedures while avoiding 
disruptions to ongoing business operations. In order to clarify the idea of energy consumption 
forecasting, this paper gives a thorough explanation of three different methodologies which are the 
white box, grey box, and black box methods. After that, it provides a thorough analysis of these key 
forecasting techniques in relation to building energy usage according to Chalal et al., [7]. Each of 
these modeling methods contributes uniquely to the effectiveness of energy management systems. 

Through a methodical approach to these goals, the study aims to offer significant perspectives on 
the range of the three approaches used which are white box, black box and grey box in energy 
consumption forecasting, emphasising their individual advantages and disadvantages. This study also 
concludes with a comprehensive comparison of the three approaches in the context of projecting 
energy consumption. Integration of these modelling methodologies allows energy management 
systems to be customised for different applications, increasing energy efficiency, cutting expenses, 
and increasing the viability and accessibility of renewable energy sources. This integration helps the 
larger objective of moving towards a more economical and sustainable energy future while also 
improving the performance of Energy Management System which is has investigated by Chalal et al., 
[7]. Research gap for this paper is conducting in-depth comparative studies to assess the accuracy of 
white-box, black-box, and grey-box models across different building types, climates and operational 
scenarios. 
 
2. Building Energy Consumption Prediction Method 
 

Several modelling techniques are available for analysing building energy use, and each has 
advantages of its own depending on the needed level of accuracy and the data that is available. In 
building power prediction and modelling purposes, there are three basic approaches which are white 
box, black box and grey box according to Wang et al., [8]. White-box models, developed by 
researchers with detailed knowledge of the building's internal mechanics, use physical equations to 
represent energy flows and consumption accurately. These models are highly reliable for 
optimization and control applications but require comprehensive data on material properties, 
geometrical dimensions, and operational conditions. In a study by Zhao and Magoulès [9], white box 
approaches calculate the consumption of energy by solving the heat and mass balance inside a 
building also referred to as a physical method because of its internal logic using thermodynamic 
principles. In contrast, black-box models rely on historical data and machine learning techniques to 
predict energy consumption without detailed knowledge of the building's internal structure. 
Developed by data researchers, these models are ideal for scenarios where quick, reasonably 
accurate predictions are needed, and detailed system information is not accessible. Black-box 
models, such as neural networks by Wang and Srinivasan [10], use past consumption data and 
external factors like weather conditions for their predictions. Grey-box models offer a middle ground, 
combining simplified physical equations with empirical data to balance accuracy and practicality. 
These models are useful when partial knowledge of the system is available, and some historical data 
can be used for calibration. By integrating both physical and data-driven approaches, grey-box 
models provide reliable energy consumption predictions, making them suitable for applications 
where both model accuracy and simplicity are important. For example, to increase the efficacy of 
HVAC control frameworks according to Foucquier et al., [11], the grey box approach was first 
introduced in the 1990s, which blends white box and black box approaches which are stated in 
Bourdeau et al., [12] and Lü et al., [13]. Each method plays a crucial role in understanding and 
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optimizing building energy consumption, tailored to specific needs and data availability. Figure 1 
shows an illustration of understanding for energy consumption method for example white-box 
method, black-box method and grey-box method. 
 

 
Fig. 1. Illustration of understanding for energy consumption method 

 
2.1 White-box 
 

First approach is white box. According to Chen et al., [14], the terms white box, also known as 
physical model and building physical energy model. White-box models are typically developed by 
researchers who have extensive knowledge of the internal mechanics of the system being modelled. 
These models are often used in controlled environments such as laboratories, research institutions, 
and industries where detailed system data is available. White-box models rely on detailed physical 
equations to represent the system’s behaviour, requiring comprehensive information about material 
properties, geometrical dimensions, and operational conditions. They are particularly useful when 
accurate predictions are essential, and sufficient data about the system is accessible. The primary 
advantage of white-box models lies in their ability to provide precise control and prediction of system 
behaviour, making them highly reliable for optimization and control applications. The process of 
developing a white-box model involves defining the system, gathering detailed data, formulating 
mathematical equations based on physical laws, calibrating the model with experimental data, and 
validating it through simulations to ensure accuracy. An example is a thermodynamic model of an 
HVAC system, which uses equations for heat transfer, fluid dynamics, and material properties to 
predict energy consumption under various operating conditions. In a study by Harish and Kumar [15], 
white-box models are those that were created to modelling subsystems for Heating, Ventilation, and 
Air Conditioning (HVAC) system. To easily generate and analyse these mathematical formulas, a 
variety of open-source or commercial software tools, including DOE2, EnergyPlus, TRNSYS, Dymola 
and Matlab, can be utilised for building energy modelling which are stated in Imam et al., [16] and 
Ha et al., [17]. It is difficult to gather all the information needed since many input factors are needed 
to construct an appropriate physical technique. More importantly, Blázquez-García et al., [18] 
mention that there may be a discrepancy between the assumptions made by the model and reality. 
According to the hazy and untrustworthy data, various forms of energy have been the subject of 
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studies on white box approaches which is stated by Oh et al., [19], for example, energy use for a 
building lift by Li et al., [20], electrical usage for cooling by Yu [21] and Kang et al., [22], demand for 
energy by Ghedamsi et al., [23] and Lee [24], prediction of load by Lindberg et al., [25], electrical and 
thermal load by Szul and Kokoszka [26], and heating usage by Zhang et al., [27]. 

Figure 2 is an example of the framework for EnergyPlus in term of white box approach, which is 
from the collection of input data to the simulation solver, which is using EnergyPlus and comes out 
with a result output. 
 

 
Fig. 2. Example of framework for EnergyPlus  

 
There are examples of ideas from previous study for white box approach. From the Table 1, 

according to Wei et al., [28], Shahcheraghian et al., [29], Nie et al., [30], González et al., [31], and 
Adilkhanova et al., [32], temperature is widely used for input or variable in energy consumption 
prediction methods, for example air temperature. Wei et al., [28] introduced the new hybrid of white 
box which are a blend of principal component analysis (PCA), multiple linear regression (MLR) and 
algorithm, weighted parallel model architecture (WPMA) which named is PCA-WPMA-MLR for 
forecasting energy consumption. All the white box methods use similar variables of input which are 
time, occupants, lighting etc. There is a few white box software that can be used for example 
EnergyPlus, TRNSYS, CitySim and IDA-ICE based on analysis by Shahcheraghian et al., [29]. Instead of 
using EnergyPlus, TRNSYS etc, white box can be developed by using Python according to Nie et al., 
[30] and SOLENE-Microclimat according to Adilkhanova et al., [32]. It was suggested by González et 
al., [31] that two index kinds be used for the white box model assessment, for example the root mean 
square error's coefficient of variation, also called as CV(RMSE), comes initially. The Root Mean Square 
Error (RMSE) is weighted by the real data mean to obtain the CV(RMSE). 
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Table 1 
List of previous study for white box approach 
Author Application Input Paper approach 

Wei et al., [28] Provide interpretable and 
accurate results for daily 
natural gas consumption 
forecasting from high 
dimensional and large 
samples. 

• Time 

• Occupants 

• Lighting 

• Occupants heating 

• Total internal load 

• PCA 

• MLR 

• WPMA 

• PMA 

• Hybrid white box 

• PCA-WPMA-MLR 
Shahcheraghian 
et al., [29] 

Simulation tools were 
categorized for building 
energy management into two 
primary classes: white and 
black-box models. 

• Building envelope 
characteristics 

• HVAC system 
configurations 

• Internal heat 
contributions 

• Equipment 
specifications 

• Occupancy patterns 

• Thermal zones 

• Geographical location 

• Meteorological data 

Whitebox software 

• EnergyPlus 

• TRNSYS 

• CitySim 

• IDA-ICE 

Nie et al., [30] Co-simulation and white box  
Modelling based that allows 
architects to obtain 
recommended thermal values 
from corresponding climatic 
parameters during early 
design stage to swiftly 
evaluate the energy saving 
potential.  

• Thermal zone 

• Building characteristic  

• Air temperature 

• EnergyPlus  

• Python 

González et al., 
[31] 

Simulation of the base model 
with all the proposed weather 
file combinations. This 
was an attempt to discover 
which climate file, by 
simulating it with a baseline 
model, best fit reality 

• Weather  

• Temperature 

• Floor area  

White box- quality 
assessment of models based 
on the  

• Coefficient of Variation of 
the Root Mean Square 
Error (CV(RMSE)) 

• Square Pearson 
Correlation Coefficient 

Adilkhanova et 
al., [32] 

Existing literature was 
examined using the 
instruments for UHI 
estimation, thoroughly 
evaluates the widely used 
physical method and data 
driven based methods applied 
for UHI predictions 
and explores the viability of 
combining both approaches 
during the urban area's 
development and operation 
levels for efficient UHI (urban 
heat island effect) forecasting 
and prevention.  

• Air temperature  

• Humidity  

• Wind velocity. 

• Surface temperature  

Simulation tool 

• SOLENE-Microclimat 
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2.2 Black-box 
 

Black box techniques are widely used to predict and forecast energy usage that investigated by 
Kusiak et al., [33], Dong et al., [34], Yang and Shen [35], and Ahmad et al., [36]. Black-box models are 
developed for who may not have detailed knowledge of the internal workings of the system but have 
access to historical data. These models are commonly applied in commercial settings where only 
input and output data are available, such as in scenarios where detailed system data is proprietary 
or not accessible. Black-box models utilize statistical and machine learning techniques to predict 
system behaviour based on historical data. They are used when a quick and reasonably accurate 
model is needed, and detailed system information is unavailable. The simplicity and adaptability of 
black-box models make them ideal for real-time applications. The development process includes 
collecting historical input and output data, preprocessing the data to handle missing values and noise, 
selecting suitable machine learning algorithms (such as neural networks or regression models), 
training the model, validating it against testing data, and deploying it for real-time predictions. An 
example is a neural network model that predicts building energy consumption based on past 
consumption data and weather conditions. The term "black box" or "data driven" is also used and 
have been the subject of studies by Li et al., [37], Tardioli et al., [38], and Chen et al., [39]. Promising 
black box techniques are presented in this part, such as support vector machines (SVM), linear 
regression (LR) that has been analysed by Bourdeau et al., [40] and artificial neural networks (ANN) 
by Li and Wen [41]. Unfortunately, because to the great dimensionality of the material, black box 
approaches suffer from inefficient technique prediction has been analysed by Amara et al., [42] and 
was focused on energy usage were Zhao and Magoulès [43] and Zhang et al., [44], thermal comfort 
in the interior was studied by Kiprijanovska et al., [45], electricity utilisation investigated by Ciulla and 
D'Amico [46], heat and electricity use was mention by Chae et al., [47], and occupant and usage of 
energy by Li et al., [48] have all been the subject of research on data-driven techniques. 

There are examples of the ideas from previous study for black box approach. From the Table 2, 
according to the Kusiakand Li [49] and Kusiak et al., [50] in their previous and recent paper, this 
method determines how data driven model which is the Multilayer perceptron (MLP) has been seen 
as a better fit for HVAC system parts. For the analysing data from Tomažič et al., [51], four distinct 
forecasting models were built using the techniques of linear regression, k-nearest neighbours (k-NN), 
fuzzy, and evolving. The fuzzy approach was determined to be most precise when considering the 
mistakes in predicting the amount of electricity use since the coefficient of determination has the 
greatest value and the root mean square error has the smallest value. According to Kontokosta and 
Tull [52], the highest precise forecast for estimating the consumption of energy for the collection of 
Local Law 84 energy disclosure data (LL84) buildings is provided by SVM. According to Kontokosta 
and Tull [52], Zhao and Magoulès [53], and Tso et al., [54] that to estimate the energy consumption 
of buildings throughout an urban area, there are three machine learning methods are utilised: 
Random Forest (RF), Ordinary least squares (OLS) Regression and Support Vector Machines (SVM) 
and every of these theories may explain various levels of nonlinearity and has certain advantages and 
disadvantages. 

According to the Li et al., [55], the ANN has been used to forecast several kinds of consumption 
of energy for buildings and on wider scales within the last 20 years. For Regression Model is the most 
fundamental type of forecasting time series methods is regression modelling, which is typically 
predicated on the notion of using the variation process to change the time series into one that is 
steady, and it is used for larger scale. For Fuzzy Model is one of the techniques that combines 
traditional time series models with the concept of fuzzy sets for predicting problems. Soon after, 
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regression issues were included to this technique. From the Oliveira-Lima et al., [56], the input of 
parking lot occupancy as a variable for energy consumption prediction instead of time, lighting etc. 
 

Table 2 
List of previous study for black box approach 
Author Application Input Paper approach  

Kusiak et al., 
[50] 

Minimization of energy 
consumption of an HVAC 
system while maintaining the 
thermal comfort of a building 
with uncertain occupancy level. 

• Time 

• Occupants 

• Lighting  

• Occupants heating 

• Total internal load 

• Multilayer perceptron 
(MLP) 

 

Tomažič et al., 
[51] 

The production of a certain 
type of steel is possible in 
shorter time compared to the 
existing process. 

• Total scrap weight  

• Total carbon 

• Mean temperature  

• Total oxygen 

• Chemical energy 

• K-NN method 

• Linear regression 

• evolving method 

•  fuzzy method 

Kontokosta 
and Tull [52] 

Evaluation of several prediction 
algorithms, which includes 
ordinary least squares 
regression, support vector 
regression, and random forest, 
and two feature selection 
methods for building-specific 
annual energy use prediction 
and energy use intensity (EUI) 
from existing property and land 
use administrative records. 

• Log building area. 

• Floor area ratio 

• Year build  

• Regression model 

• OLS Regression 

• Random Forest (RF). 

• ANN 

• Support Vector Machines 
(SVM) 

Li et al., [55] Detail analysis based on 
evolutionary algorithms 
hybridized models that 
combine evolutionary 
algorithms with common black 
box models to enhance 
estimation precision and 
robustness. 

• Historical energy data 

• Meteorology  

• Calendar  

• Occupancy  
 

• ANN (Artificial neural 
networks) 

• SVM (Support vector 
machines) 

• Fuzzy model  

• Regression model 
 

Oliveira-Lima 
et al., [56] 

Estimation of occupancy 
profiles assisted by alternative 
data sources, improving the 
accuracy and feasibility of the 
building occupancy profile 
estimation and energy 
consumption 

• Electrical load 

• Parking lot occupancy 

• occupancy profile 

• ANN (Artificial neural 
networks) 

 
2.3 Grey Box 
 

One of the biggest challenges facing building energy users is the design and testing process of 
"white box" software. There are a lot of fundamental input factors needed, which makes it time-
consuming to construct the modelling on a physical software framework and expensive to run the 
model. In a manner, the data driven models incorporate both linear and nonlinear significance among 
the input and output parameters. But to develop these algorithms and produce precise forecasts in a 
variety of scenarios, a substantial amount of historical information must be gathered over an 
extended period. A grey box solution has been suggested to address this conundrum. The benefits 
associated with the physical and hybrid models are combined, as it simulates building energy 
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consumption using a reduced building model and easily accessed information. Grey-box models are 
created by researchers who possess partial knowledge of the system and have access to some 
historical data according to Dong et al., [57]. These models are used in semi-controlled environments 
where some system details are known, and data is available for calibration. Grey-box models combine 
the detailed physical equations of white-box models with the empirical data-driven approach of black-
box models, offering a balance between complexity and practicality. They are applied when there is 
sufficient understanding of the system but not enough to develop a complete white-box model. Grey-
box models provide a compromise between the accuracy of white-box models and the simplicity of 
black-box models, making them useful for applications where both accuracy and simplicity are 
important. Developing a grey-box model involves defining the system, developing simplified physical 
equations, collecting physical and historical data, calibrating the model with historical data, 
integrating physical equations with data-driven techniques, and validating the model to ensure 
accuracy. 

There are examples of ideas from previous study for grey box approach. Table 3 shows, according 
to the Dong et al., [57], analysis that compares between 5 of data driven model and hybrid model 
which are artificial neural networks (ANN), Gaussian mixture models (GMM), Support Vector 
Regression (SVR), Least squares support vector machines (LS-SVM) and Gaussian process regression 
(GPR) and the conclusion of the analysis revealed that the grey box modelling technique performs 
somewhat better for predicting one hour in advance. All the outcomes for the 24-hour predictions 
are comparable by using the same parameter which are internal heat gain, solar radiation, and 
outside air temperature. According to Green and Garimella [58], result analysis the similar findings 
were obtained by the genetic algorithm utilizing the hybrid model and black box models, with 
reductions in relations of both energy and funds. Based on the author when solve household energy 
modelling challenges, Extreme gradient boosting (XGB) has been shown to yield better outcomes 
than well-known machine learning methods like SVM and ANN. 

Harb et al., [59] state that the hybrid or grey models are frequently shown as xRyC networks with 
lumped variables that are analogous to an electrical circuit, where y represents the thermal 
capacitance and x represents as represents the number of thermal resistances. Based on their 
analysis 3R2C and 4R2C are selected. The construction model's mathematical equations are 
developed in accordance with the selected circuit. Based on the Shamsi et al., [60], the changing 
conditions of the building are represented by a conventional Resistance Capacitance (RC) network, 
which assumes a steady-state heat transmission throughout the building environment. Grey box or 
hybrid method which is thermal equivalent circuit (TEC) technique, which treats the temperatures 
and heat flows of a temperature system as the currents and voltages of an electrical circuit, is used 
to develop the freezer designs based on the Sossan et al., [61] analysis. Figure 3 shows the example 
of the 3R2C design according to Harb et al., [59]. 
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Fig. 3. Framework of the 3R2C design 

 
Table 3 
List of previous study for grey box approach 
Author Application Input Paper approach  

Dong et al., 
[57] 

A novel hybrid forecasting 
technique was created to 
anticipate home electrical 
consumption one hour in 
advance and one day in 
advance by combining physical 
model and black box model.  

• internal heat gain,  

• solar radiation 

• outdoor air 
temperature. 

• Hybrid 

• ANN 

• SVR 

• GPR 

• GMM 
 

Green and 
Garimella [58] 

Extreme Gradient Boosting 
(XGB) was used to develop data 
driven models of power draw 
and subsequent temperatures 
of the water heater and HVAC 
system. 

• Temperature  

• HVAC System 

• XGB 

Harb et al., 
[59] 

An approach to simulate the 
thermal behaviour of buildings 
based on collected 
measurement data using grey-
box models. 

• Indoor air temperature 
(average for the whole 
building)  

• Building heat 
consumption 

• Outdoor air 
temperature 

• Global solar radiation 
on horizontal surface. 

• 3R2C 

• 4R2C 

Shamsi et al., 
[60] 

A comprehensive approach for 
testing and assessing the 
scalability, adaptability, and 
connectivity of the framework 
for reduced-order 
hybrid models. 

• Weather 

• Building Site 
Information 

• Building Physical 
Parameters 

• HVAC System 

• Reduced-order grey 
box models 

Sossan et al., 
[61] 

Grey box modelling was used to 
recognize suitable power 
consumption to temperature 
models of domestic 
refrigeration by experimental 
measurements from 
instrumented freezer. 

• Global heat capacity  

• Coefficient  

• Thermal equivalent 
circuit (TEC) 
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2.4 Formula for Accuracy Matric 
 

Several important criteria are frequently used to evaluate the accuracy of building energy 
consumption models, regardless of whether they are black-box, grey-box, or white-box models. These 
measures aid in assessing how closely the model's predictions correspond with the real energy usage 
information. Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), and Coefficient of 
Determination (R2) are the most used accuracy metrics. Based on Figure 4, for accuracy, each of the 
black box and grey box model will be compared using in Eq. (1) Mean Absolute Error (MAE) to display 
the typical variance between the expected and actual values. Then, Mean Absolute Percentage Error 
(MAPE) in Eq. (2) is used to convey accuracy rate. While, Root Mean Square Error (RMSE) in Eq. (3) 
on the other hand is used to examine the accuracy of different expectations standards. The effect of 
absolute errors, Coefficient of Variation of RMSE (CVRMSE) in Eq. (4) which is to defines expectation 
error and produces a measure without units and Determination Coefficient (R2) in Eq. (5) which is to 
evaluates how well a model replicates the actual data according to Bourdeau et al., [12]. For Eq. (1) 
to Eq. (5) are the example of each accuracy metric. 
 

 
Fig. 4. Example of the accuracy metric for forecasting model 

 
Mean Absolute Error (MAE): 
 

Without considering the direction of the mistakes, MAE calculates the average magnitude of the 
errors between the actual and anticipated values. The meaning of the absolute variations between 
the expected and actual values is used to compute it according to Sukarti et al., [62]. 
 

MAE =
1

𝑛 
∑ |𝑦𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑖𝑛𝑔 𝑖− 𝑦𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑,𝑖|

 𝑛

𝑖=1
          (1) 

 
where the 𝑦𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑖𝑛𝑔,𝑖 is estimated energy usage at time point 𝑖  , 𝑦𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑,𝑖 is the actual energy 

usage data at time point 𝑖  ,𝑦̅𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑,𝑖 is the average of the actual data energy usage over the 
respected timeframe, and 𝑛 is sum of the data in dataset respected for performance assessment 
according to Bourdeau et al., [12]. For the Eq. (2) to Eq. (5) are the expanding formula from the MAE 
equation. 
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Mean Absolute Percentage Error (MAPE): 
 

The average of the absolute percentage errors between the expected and actual values is used to 
determine the accuracy of predictions expressed as a percentage. When comparing the outcomes of 
different models or datasets, this statistic is useful because it provides an intelligible percentage error. 
Because it gives insight into the average relative error size for each approach, it is frequently used to 
compare various methods. Unfortunately, one of its drawbacks is that the % inaccuracy grows for low 
values of the real variable, making it less than perfect as an indicator according to Nęcka et al., [63]. 
 

MAPE =
1

𝑛 
∑ |

𝑦𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑖𝑛𝑔,𝑖− 𝑦𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑,𝑖

𝑦̅𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑,𝑖
| ∗ 100 

𝑛

𝑖=1
         (2) 

  
Root Mean Squared Error (RMSE): 
 

This error metric has the same units as the target variable and is calculated as the square root of 
MSE. RSME is an indicator that contrasts the absolute amount of the variation between the measured 
and projected values according to Moon et al., [64]. 
 

RMSE = √ 1

𝑛 
∑ (𝑦𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑖𝑛𝑔 𝑖− 𝑦𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑,𝑖)

 𝑛

𝑖=1

2

         (3) 

 
Coefficient of Variation of RMSE (CVRMSE): 
 

These are specific metrics often used in building energy modelling to account for systematic 
biases and the variability of errors relative to the mean of the observed data. It calculates the 
difference between expected and actual energy use. The root mean square error is divided by the 
average energy usage to compute the CVRMSE, a calculation that was developed in 2014 by the 
American Society of Heating, Refrigerating, and Air-Conditioning Engineers. As a benchmark for 
assessing the precision of model predictions, this parameter is essential to both ASHRAE Guideline 
14 and the International Performance Measurement and Verification Protocol (IPMVP) according to 
Sukarti et al., [62]. 
 

𝐶𝑉𝑅𝑀𝑆𝐸 = √
1

𝑛 
∑ (𝑦𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑖𝑛𝑔 𝑖− 𝑦𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑,𝑖)

 𝑛

𝑖=1

2

𝑦̅𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑,𝑖
 ∗  100        (4) 

 
Coefficient of Determination (R²): 
 

R² measures the proportion of the variance in the dependent variable that is predictable from the 
independent variables. crucial metric for comprehending a model's goodness-of-fit. A high R2 value 
is preferred in M&V energy modelling since it shows that the model accounts for a sizable percentage 
of the variable in energy use, making it a reliable tool for analysis and prediction under ASHRAE and 
IPMVP standards according to Sukarti et al., [62]. 
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𝑅2 = 1 − 
∑ (𝑦𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑖𝑛𝑔 𝑖− 𝑦𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑,𝑖)

 𝑛

𝑖=1

2

∑ (𝑦𝑓𝑜𝑟𝑒𝑐𝑎𝑠𝑡𝑖𝑛𝑔 𝑖−𝑦̅𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑,𝑖)
 𝑛

𝑖=1
²
          (5) 

 
By employing these criteria, researchers can assess and contrast the efficacy of various building 

energy consumption models, guaranteeing that the selected model yields dependable and precise 
forecasts. Precise models are essential for maximising energy use, cutting expenses, and raising 
buildings' total energy efficiency. 
 
3. Results 
 

Table 4 describes the advantages and disadvantages of the three approaches, which are the white 
box, black box, and grey box. The advantages of the white box are that the variables are simple to 
alter, and no prior information is needed. And white box disadvantages are that inserting building 
variables and data takes a great deal of work, there are significant expenses for computation, and 
prior experience in thermal dynamics or simulation is necessary, based on An et al., [65]. White Box 
can be used to predict the building envelope characteristics, HVAC system configurations, internal 
heat contributions, and equipment specifications by using the software, for example, EnergyPlus, 
TRNSYS, and Python, according to Shahcheraghian et al., [29] and Nie et al., [30]. Then, for the black 
box approach, no specialised knowledge is needed, the time required for calculation and modelling 
is minimal, and generalising the created model is simple, but a significant amount of past information 
is needed. Overfit is simple, and most of the time it cannot be explained, according to An et al., [65]. 
It can be used for forecasting total scrap weight, total carbon, mean temperature, total oxygen, and 
chemical energy by using, for example, regression models such as OLS regression, random forest (RF), 
artificial neural networks, and support vector machines (SVM), according to Tomažič et al., [51] and 
Kontokosta and Tull [52]. And for grey box approach is this approach less information is needed. It is 
necessary to have just limitations on physical variables, but it is difficult to build because it combines 
two different fields of science, which are the white box and the black box, based on An et al., [65]. It 
can be used to predict indoor air temperature (average for the whole building), building heat 
consumption, outdoor air temperature, and global solar radiation on a horizontal surface by using, 
for example, XGB, 3R2C, and 4R2C, according to Green and Garimella [58] and Harb et al., [59]. 
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Table 4 
Advantages, disadvantages, application and type of prediction method of different prediction approaches 
Model  Advantage Disadvantage Application Type  

White box 
model  

• The variables are 
simple to alter. 

• No prior 
information is 
needed.  

 

• Inserting building 
variables and data 
takes a great deal of 
work.  

• Significant expenses for 
computation. 

• Prior experience in 
thermal dynamics or 
simulation is necessary. 

• Building envelope 
characteristics 

• HVAC system 
configurations 

• Internal heat 
contributions  

• Equipment 
specifications  

• Occupancy patterns  

• Thermal zones 

• Geographical Location 

• Meteorological data 

• EnergyPlus 

• TRNSYS 

•  CitySim 

•  IDA-ICE 

• Phyton 

Black box • No specialized 
knowledge is 
needed. 

• The time required 
for calculation and 
modelling is 
minimal. 

• Generalising the 
created model is 
simple. 

 

• A significant amount of 
past information is 
needed.  

• Overfitting is simple, 
and most of the time it 
cannot be explained 

• Total scrap weight  

• Total carbon 

• Mean temperature  

• Total oxygen 

• Chemical energy 

• Regression 
model 

• OLS Regression 

• Random Forest 
(RF) 

• Artificial Neural 
Network 

• Support Vector 
Machines 
(SVM) 

Grey box • Less information is 
needed. 

• It is necessary to 
have just 
limitations on 
physical variables. 

• It combines two 
different fields of 
science.  

• It is difficult to build. 

• Indoor air temperature 
(average for the whole 
building)  

• Building heat 
consumption 

• Outdoor air 
temperature 

• Global solar radiation 
on horizontal surface. 

• XGB 

• 3R2C 

• 4R2C 
 

 
4. Conclusions 
 

Optimising energy use, cost reduction and improving energy efficiency all depend on how well-
versed the system and available data one has. Depending on this, three different modelling 
approaches as summarized in Figure 5; white-box, black-box and grey-box offer varying benefits as 
presented in this paper. White-box models employ detailed physical equations to achieve high 
accuracy, but they require extensive system data. Black-box models, on the other hand, rely on 
historical data and machine learning techniques to provide detailed accuracy at a lower 
implementation cost. Grey-box models combine elements of both, using simplified physical 
equations supplemented by empirical data, providing a balance between accuracy and simplicity. To 
evaluate the performance of these models, several accuracy metrics are used, including Mean 
Absolute Error (MAE), Mean Squared Error (MSE), Root Mean Squared Error (RMSE), Coefficient of 
Determination (R²), Normalized Mean Bias Error (NMBE), Coefficient of Variation of RMSE (CVRMSE) 
and Mean Absolute Percentage Error (MAPE). These indicators help in measuring how well the 
models' predictions correlate with real energy usage data, directing improvements and assuring 
reliable predictions. Each model type and accuracy metric play an important role in the field of 
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building energy modelling, helping initiatives to make buildings more energy-efficient and 
sustainable. By selecting the proper modelling approach and evaluating its effectiveness using these 
criteria, researchers and practitioners may successfully address energy consumption concerns in 
buildings. 
 

 
Fig. 5. Summary of the three methods of energy forecasting modelling 
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