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Streamflow analysis is indeed a need for Malaysia which always threaten by extreme 
streamflow events including flooding. However, the determination of the most suitable 
probability distribution for streamflow analysis has been the major concern and received 
considerable critical attention recently. The purpose of this study is to analyse the 
performances of several distributions in fitting the streamflow data collected form 11 
streamflow stations in Peninsular Malaysia. and select the best performed distribution 
eventually. Normal, Generalized Extreme Value (GEV), three-parameter Gamma (G3), 
two-parameter Gamma (G2), three-parameter Weibull (W3), two-parameter Weibull 
(W2), three-parameter Log-Normal (LN3) and two-parameter Log-Normal (LN2) were 
used in this study to fit the maximum, minimum, and mean streamflow with monthly 
and seasonal time scales by using Easyfit software. The performances of distributions 
were evaluated through constructing Probability-Probability (P-P) Plot, Cumulative 
Distribution Function (CDF) and conducting goodness-of-fit tests including Chi-square 
(𝑋2) Test, Anderson-Darling (AD) Test and Kolmogorov-Smirnov (KS) Test. All the results 
were tabulated for comparison and the most suitable probability distribution was 
selected. Overall, the results indicated that the GEV distribution was the best fit 
distribution for most of the stations and most of the data series or time scales, while the 
LN3 distribution appeared to be the second-best distribution. These findings add to a 
growing body of literature on the selection of probability distribution especially for the 
streamflow analysis in Peninsular Malaysia. Besides, these findings provide significant 
information and practical knowledge in supporting the future development of 
streamflow-related plans or management including the flood and drought mitigation 
plans. 
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1. Introduction 
 

Streamflow is the amount of water that flows in a stream or river over a specific time period. It is 
a critical resource for human being as well as the environment which directly affects stream 
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ecosystems. Extreme streamflow in both magnitude and frequency may lead to unfavourable 
hydrological events such as flood and drought. As one of the efforts to address this issue, streamflow 
analysis is performed to understand the characteristics and patterns of the streamflow. This would 
allow the users or researchers to estimate and describe the streamflow data accurately, and 
eventually come out with suitable hydrological planning. 

During the streamflow analysis, the parameters necessary to suit the probability distribution must 
be estimated. Plenty of parameter estimation methods are available in the market. Previous studies 
on parameter estimation methods for the streamflow analysis have primarily concentrated on L-
moments (LM) method, LH-moments (LHM) method, methods of moments (MOM) and maximum 
likelihood estimation (MLE). The findings of Zadeh et al., [18] as well as those of Khan et al., [15] 
showed that the LM method produced the lowest bias estimates when the sample size and skewness 
of the data were small. On the other hand, the results from the study of Piyapatr et al., [22] showed 
that the LHM method produced better result in high quantile estimation as compared to LM method. 
This idea was in an agreement with the finding of Shabri [26] which concluded that LHM was better 
and more reliable to be used for the upper part distributions’ estimation. Besides, Hasan [13] found 
that MOM method was the most efficient method in his study to analyse the flood frequencies in the 
northeast of Iraq since it was simpler to derive. While for the MLE, it had shown to be very accurate 
in estimating the parameters of Generalized Pareto Distribution (GPD) in the study of Gharib et al., 
[12]. Additionally, when the sample size was large, the estimation provided by MLE method was more 
accurate when compared to the LM and maximum product of spacing (MPS) methods [15]. Taken 
together all these previous findings, the suitability and accuracy of the parameter estimation method 
are strongly depending on the characteristics of the data including the size, skewness and existence 
of outliers. 

Next, probability distribution models are essential in describing streamflow data, mainly for 
extreme flood investigations, drought analysis as well as the studies on water system management. 
Generally, probability distribution is a statistical function that provides the probabilities of every 
possible value for a random variable within a particular range [14]. Similar to parameter estimation 
methods, plenty of probability distribution models are available to be used. Selecting the most 
suitable probability distribution model to a collection of regionally gathered data is always a 
challenging task among researchers. Previous studies on parameter estimation methods in 
streamflow analysis have primarily concentrated on three-parameters lognormal (LN3), log-Pearson 
type III (LP3) and generalised extreme value (GEV). The findings from the studies of Langat et al., [17] 
and Eris et al., [9] found that the LN3 distribution were able to described the maximum and minimum 
flows well. Also, the LN3 distribution was selected to be the best distribution in describing the 
maximum streamflow in Air Putih [8]. Then, from the findings of Bhat et al., [3] in analysing the flood 
frequency of River Jhelum, LP3 had shown to be the better distribution model with smaller standard 
deviation and hence, more reliable and accurate. While for the GEV distribution, Chikobvu and 
Chifurira [6] found that GEV had a good match to the minimum annual average rainfall in Zimbabwe. 
This finding is consistent with those of Eris et al., [9] who concluded that GEV was the most effective 
function to describe the streamflow data at Seyhan Basin. Additionally, the GEV distribution was 
shown to be the most effective functions in modelling Tana River’s yearly minimum and mean flows 
[17]. Considering all these findings, the choice of the most suitable distribution is strongly influenced 
by geographic and climatic conditions, along with the characteristics of collected streamflow data. 
Therefore, a detailed statistical analysis, considering these factors, is essential for accurately selecting 
appropriate distribution models in a specific study area. 

Floods and droughts are natural or environmental phenomena that commonly occurred in 
Peninsular Malaysia. These two phenomena happened due to unexpected high and low streamflow 
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respectively. Things get worse when these environmental phenomena brought lots of negative 
impacts to the environment and the human being including loss of life, stoppage of water supply, 
damage of personal assets, damage of public assets and damage of infrastructure as well as 
decrement of the agricultural yield. For instance, in December 2014, several states in Peninsular 
Malaysia experienced severe flooding in which Kelantan is the worst affected state. More than 
200,000 people were affected with 21 people died in this disaster [5]. Hence, streamflow analysis 
needs to be carried out for developing proper hydrological plans as the response to these issues. On 
the other hand, several distributions are available with different parameter estimation procedures, 
merits, and suitability to fit in different types of data, causing the selection of a suitable statistical 
probability distribution in streamflow analysis to be a challenging task. Therefore, this study aims to 
investigate and evaluate the performances of several probability distributions in fitting the 
streamflow data in Peninsular Malaysia, and eventually select the most suitable probability 
distribution model to be used for the future streamflow analysis in Peninsular Malaysia. With this, 
the negative effects of the issues stated above are expected to be minimised. 
 
2. Methodology 
2.1 Study Area and Description 
 

Peninsular Malaysia which also known as West Malaysia, is situated along the tropics with 
latitude in the range from 1°N to 7°N while longitude is in between 99°E to 105°E. It covers an area 
of 130,598 km2 which contains mountainous, wetlands and coastal zones. One of the significant 
topographic characteristics of Peninsular Malaysia is the existence of backbone in which rippling 
mountains are at the centre and they are bordered by relatively flat coast from three sides (east, 
west, and south). Based on Köppen climate classification, Peninsular Malaysia is classified as a 
tropical country with excess rainfall ranging from 1950mm to 4000mm annually, uniform 
temperature ranging from 23 °C to 32 °C and constantly high humidity [19,24]. 

In general, the climate of Peninsular Malaysia is highly influenced by seasonal wind flow during 
two different monsoons, namely Southwest Monsoon (SWM) and Northeast Monsoon (NEM) [21]. 
NEM which normally happens from November to February and the eastern parts of Peninsular 
Malaysia tend to experience heavy rainfall and eventually flooding. The western parts are mostly free 
from this influence because they are well protected by the mountainous topography. SWM normally 
happens from May to August and relatively drier period will be experienced in the whole Peninsular 
Malaysia. 

The streamflow data recorded from eleven stations at Peninsular Malaysia were acquired from 
Malaysian Meteorological Department (MMD). The data consisted of annual streamflow amount for 
a duration of 30 years in every station with exception at Station Sungai Kepis (25 years) and Station 
Sungai Arau (22 years) due to the incompleteness of the data in a continuous 30-years-period. Prior 
to the software analysis, the daily streamflow data was summed up to monthly and seasonal data. In 
addition, the monthly and seasonal data were computed for the respective maximum, minimum and 
mean streamflow. As a result, there would have eight data series to work on including the monthly 
streamflow, maximum monthly streamflow, minimum monthly streamflow, mean monthly 
streamflow, seasonal streamflow, maximum seasonal streamflow, minimum seasonal streamflow 
and lastly mean seasonal streamflow. The geographical locations for all the 11 stations are shown in 
Figure 1, while the detail list of stations involved were provided in Table 1. 
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Fig. 1. Geographical location of Peninsular Malaysia and 
the selected meteorological stations involved in this study 

 
Table 1 
Detail list of meteorological stations involved in this study 
Station Code Station Name Study Period Duration 

(years) 
Latitude  Longitude 

1737451 Sungai Johor at Rantau 
Panjang 

1990~2019 30 01° 46' 50"N 103° 44' 45"E 

5606410 Sungai Muda at Jambatan 
Syed Omar 

1990~2019 30 05° 36' 35"N 100° 37' 35"E 

1737451 Sungai Johor at Rantau 
Panjang 

1990~2019 30 01° 46' 50"N 103° 44' 45"E 

5606410 Sungai Muda at Jambatan 
Syed Omar 

1990~2019 30 05° 36' 35"N 100° 37' 35"E 

5721442 Sungai Kelantan at 
Jambatan Guillemard 

1990~2019 30 05° 45' 45"N 102° 09' 00"E 

2224432 Sungai Kesang at Chin Chin 1990~2019 30 02° 17' 25"N 102° 29' 35"E 
2723401 Sungai Kepis at Jambatan 

Kayu Lama 
1984~2008 25 02° 42' 20"N 102° 21' 20"E 

3424411 Sungai Pahang at Temerloh 1990~2019 30 03° 26' 40"N 102° 25' 45"E 
3814416 Sungai Slim at Slim River 1990~2019 30 03° 49' 35"N 101° 24' 40"E 
6503401 Sungai Arau at Ladang Tebu 

Felda 
1998~2019 22 06° 30' 10"N 100° 21' 05"E 

3414421 Sungai Selangor at Rantau 
Panjang 

1990~2019 30 03° 24' 10"N 101° 26' 35"E 

5130432 Sungai Terengganu at 
Kampung Tanggol 

1990~2019 30 05° 08' 15"N 103° 02' 45"E 

3116430 Sungai Klang at Jambatan 
Sulaiman 

1990~2019 30 03° 08' 20"N 101° 45' 50"E 
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2.2 Data Screening and Estimating Missing Data 
 

There were some missing data in the streamflow data set collected which may be due to technical 
issue, human error or natural causes. As recommended in the study of Ismail et al., [16], Normal Ratio 
Method was applied to estimate those missing data by using the equation below: 
 

𝑃𝑚 =
1

𝑛
∑

𝑁𝑚

𝑁𝑖
𝑃𝑖

𝑛
𝑖=1              (1) 

 
where 𝑃𝑚 represents the assumed value of the missing data at the target station, n represents the 
number of nearby stations, 𝑃𝑖  represents the collected data at i-th nearby stations, 𝑁𝑚 represents 
the annual streamflow amount at the target station and 𝑁𝑖 represents the annual streamflow amount 
at the i-th nearby station. 
 
2.3 Selection of Parameter Estimation Method 
 

The Maximum Likelihood Estimation (MLE) method was chosen for parameter prediction in this 
study due to its desirable properties, including high consistency and efficiency in handling historically 
collected streamflow data and accuracy with large sample sizes. MLE maximizes the likelihood of 
sample data by finding values that maximize the likelihood function (LF), representing the probability 
of observed sample series occurrences. For independent events, the LF is obtained by multiplying the 
probability density functions of observed data. Using the derivative of the logarithm of the likelihood 
function (LLF) is a common practice for convenience [17]. 
 
The LF and LLF for a two-parameter probability distribution were specified as below: 
 
𝐿𝐹 = ∏ 𝐹 (𝑥𝑖; 𝛾, 𝛼) 𝑛

𝑖=1             (2) 
 
𝐿𝐿𝐹 = ∑ ln[𝐹 (𝑥𝑖; 𝛾, 𝛼)]𝑛

𝑖=1             (3) 
 
While the LF and LLF for a three-parameter probability distribution were specified as below: 
 
𝐿𝐹 = ∏ 𝐹 (𝑥𝑖; 𝛾, 𝛼, 𝛽) 𝑛

𝑖=1             (4) 
 
𝐿𝐿𝐹 = ∑ ln[𝐹 (𝑥𝑖; 𝛾, 𝛼, 𝛽)]𝑛

𝑖=1            (5) 
 
where n is the number of observations, F(x) is the cumulative distribution function (CDF), while α, γ, 
and β indicates the scale parameter, location parameter and shape parameter respectively. 
 
2.4 Selection of Probability Distribution Models 
 

This study evaluates and compares eight recommended probability distributions—Normal, 
Generalized Extreme Value (GEV), three-parameter Gamma (G3), two-parameter Gamma (G2), 
three-parameter Weibull (W3), two-parameter Weibull (W2), three-parameter Log-Normal (LN3), 
and two-parameter Log-Normal (LN2)—for streamflow analysis. Evaluation is based on their 
Cumulative Distribution Function (CDF) and Probability Density Function (PDF). 
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(a) Normal Distribution 
 

Normal distribution is a probability distribution with a bell-shaped curve that graphically 
interpretating the data [1]. It consists of two parameters which are variance and mean. For a 
stochastic variable x with normal distribution, the expression of PDF is: 
 

𝑓(𝑥) =
1

𝜎√2𝜋
𝑒𝑥𝑝 [−

1

2𝜎2 (𝑥 − 𝜇)2]           (6) 

 
while its expression of CDF is: 
 

𝐹(𝑥) =
1

𝜎√2𝜋
∫ (𝑒𝑥𝑝 [−

1

2𝜎2
(𝑥 − 𝜇)2]) 𝑑𝑥

∞

−∞
          (7) 

 
where 𝜎 represents the standard deviation, 𝜎2 represents the variance and 𝜇 represents the mean 
of normal distribution. 
 
(b) Generalized Extreme Value (GEV) Distribution 
 

Generalized Extreme Value (GEV) Distribution is a probability distribution that model the maxima 
of long sequences of stochastic variables [4]. It consists of three parameters which are location, scale 
and shape parameters. For a stochastic variable x with GEV distribution, the expression of PDF is: 
 
𝑓(𝑥) = 𝛼−1𝑒𝑥𝑝[−(1 − 𝛽)𝑦 − exp (−𝑦)]          (8) 
 
with conditions: 
 

𝑦 = −𝛽−1 log {1 −
𝛽(𝑥−𝛾)

𝛼
} , 𝛽 ≠ 0           (9) 

 

𝑦 =
(𝑥−𝛾)

𝛼
, 𝛽 = 0                       (10) 

 
while its expression of CDF is: 
 
𝐹(𝑥) = exp[−𝑒𝑥𝑝 − 𝑦]                      (11) 
 
where α, γ, and β indicates the scale parameter, location parameter and shape parameter 
respectively. 
 
(c) Two-parameter Gamma (G2) Distribution 
 

Two-parameter Gamma (G2) Distribution is a probability distribution that widely used in 
environmental analysis, clinical trials, reliability analysis and signal processing [25]. It consists of two 
parameters which are scale and shape parameters. For a non-negative variable x with G2 distribution, 
the expression of PDF is 

 

𝑓(𝑥) =
𝑥𝛽−1

𝛼𝛽𝛤(𝛽)
exp (−

𝑥

𝛼
)                      (12) 
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with conditions 
 

𝛤(𝛽) = ∫ 𝑥𝛽−1𝑒−𝑥∞

0
𝑑𝑥                      (13) 

 
while its expression of CDF is 
 

𝐹(𝑥) =
𝛤𝑥 𝛼⁄ (𝛽)

𝛤(𝛽)
                       (14) 

 
where α indicates the scale parameter, β indicates the shape parameter and Γ indicates the gamma 
function. 
 
(d) Three-parameter Gamma (G3) Distribution 
 

Three-parameter Gamma (G3) Distribution is a type of Gamma distribution that has an additional 
parameter aside from the shape and scale parameter in G2 distribution, which is location parameter 
[25]. For a non-negative and stochastic variable x with G3 distribution, the expression of PDF is: 
 

𝑓(𝑥) =
(𝑥−𝛾)𝛽−1

𝛼𝛽𝛤(𝛽)
exp (−

𝑥−𝛾

𝛼
)                      (15) 

 
with conditions 
 

𝛤(𝛽) = ∫ 𝑥𝛽−1𝑒−𝑥∞

0
𝑑𝑥                      (16) 

 
while its expression of CDF is 
 

𝐹(𝑥) =
𝛤(𝑥−𝛾) 𝛼⁄ (𝛽)

𝛤(𝛽)
                       (17) 

 
where Γ indicates the gamma function, β indicates the shape parameter, γ indicates the location 
parameter and α indicates the scale parameter. 
 
(e) Two-parameter Weibull (W2) Distribution 
 

Weibull Distribution is a high flexibility probability distribution which able to model continuous 
data, right-skewed data and left-skewed data [28]. Scale and shape parameters are the parameters 
for two-parameter Weibull (W2) Distribution. For a stochastic variable x with W2 distribution, the 
expression of PDF is: 
 

𝑓(𝑥) = (
𝛽

𝛼
) (

𝑥

𝛼
)

𝛽−1

𝑒𝑥𝑝 [− (
𝑥

𝛼
)

𝛽

]                     (18) 

 
 
 
while its expression of CDF is: 
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𝐹(𝑥) = 1 − 𝑒𝑥𝑝 [− (
𝑥

𝛼
)

𝛽

]                      (19) 

 
where β and α indicates the shape and scale parameters respectively. 
 
(f) Three-parameter Weibull (W3) Distribution 
 

Three-parameter Weibull (W3) Distribution is a type of Weibull distribution that has an additional 
parameter aside from the shape and scale parameter in W2 distribution, which is location parameter 
[28]. For a stochastic variable x with W3 distribution, the expression of PDF is: 
 

𝑓(𝑥) = (
𝛽

𝛼
) (

𝑥−𝛾

𝛼
)

𝛽−1

𝑒𝑥𝑝 [− (
𝑥−𝛾

𝛼
)

𝛽

]                    (20) 

 
while its expression of CDF is 
 

𝐹(𝑥) = 1 − 𝑒𝑥𝑝 [− (
𝑥−𝛾

𝛼
)

𝛽

]                      (21) 

 
where β indicates the shape parameter, α indicates the scale parameter and γ indicates the location 
parameter. 
 
(g) Two-parameter Log-Normal (LN2) Distribution 
 

Log-Normal Distribution is a probability distribution that distributed the log of stochastic variable 
normally. Literally, LN2 consists of two parameters which shape and scale parameters. For a 
stochastic variable x with LN2 distribution, the expression of PDF is 
 

𝑓(𝑥) =
1

𝑥𝛽𝑌√2𝜋
𝑒𝑥𝑝 [−

1

2𝛽𝑌
2 (ln(𝑥) − 𝜇𝑌)2]                    (22) 

 
while its expression of CDF is 
 

𝐹(𝑥) =
1

𝛽𝑌√2𝜋
∫ (

1

𝑥
𝑒𝑥𝑝 [−

1

2𝛽𝑌
2 (ln(𝑥) − 𝜇𝑌)2])

𝑥

0
𝑑𝑥                   (23) 

 
where 
 

𝛽𝑌 = √ln [
𝛽2+𝜇2

𝜇2
]                       (24) 

 

𝜇𝑌 = ln [
𝜇2

√𝛽2+𝜇2
]                       (25) 

 
𝜇 = log(𝛼)                        (26) 
 
where β indicates the shape parameter, α indicates the scale parameter, 𝜎2 indicates the variance 
and μ indicates the mean of LN2 distribution. 
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(h) Three-parameter Log-Normal (LN3) Distribution 
 

Three-parameter Log-Normal (LN3) Distribution is a type of Log-Normal distribution that has an 
additional parameter aside from the shape and scale parameter in LN2 distribution, which is location 
parameter. For a stochastic variable x with LN3 distribution, the expression of PDF is: 
 

𝑓(𝑥) =
1

(𝑥−𝛾)𝛽𝑌√2𝜋
𝑒𝑥𝑝 [−

1

2𝛽𝑌
2 (ln(𝑥 − 𝛾) − 𝜇𝑌)2]                   (27) 

 
while its expression of CDF is: 
 

𝐹(𝑥) =
1

𝛽𝑌√2𝜋
∫ (

1

𝑥−𝛾
𝑒𝑥𝑝 [−

1

2𝛽𝑌
2 (ln(𝑥 − 𝛾) − 𝜇𝑌)2])

𝑥

0
𝑑𝑥                  (28) 

 
where 
 

𝛽𝑌 = √ln [
𝛽2+𝜇2

𝜇2 ]                       (29) 

 

𝜇𝑌 = ln [
𝜇2

√𝛽2+𝜇2
]                       (30) 

 
𝜇 = log(𝛼)                        (31) 
 
where 𝛼 indicates the scale parameter, 𝛾 indicates the location parameter, 𝛽 indicates the shape 
parameter, 𝜎2 indicates the variance and 𝜇 indicates the mean of LN3 distribution. 
 
Evaluation of Performances – Application of Goodness-of-fit (GoF) Tests 
 

The difference between the theoretical distributions with empirical distributions was computed 
by three GoF Tests namely Kolmogorov-Smirnov (KS) Test, Anderson-Darling (AD) Test and Chi-
Square (𝑋2) Test. At a 95% significance level of confidence, a value of test statistic from all three tests 
obtained that exceed the respective critical value would cause the rejection on the previously done 
hypothesis. 
 
(a) Kolmogorov–Smirnov (KS) Test 
 

Kolmogorov–Smirnov (KS) Test is used to compare the distribution generated through the given 
data with a hypothetical probability distribution through determining the highest vertical gap 
between the theoretical and empirical results of CDF [7]. This highest vertical distance is termed as 
KS test statistic. With n as the sample size and with data arrangement following an ascending order, 
X1 < X2 < … < Xn, the expression of KS test statistic for each ordered value is: 
 
𝑆𝑛(𝑥) = 0 ; 𝑖𝑓 𝑋 < 𝑋1                      (32) 
 

𝑆𝑛(𝑥) =
𝑘

𝑛
 ; 𝑖𝑓 𝑋𝑘 ≤ 𝑋 < 𝑋𝑘+1                     (33) 

 
𝑆𝑛(𝑥) = 1 ; 𝑖𝑓 𝑋 > 𝑋𝑛                      (34) 
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where 𝑆𝑛(𝑥) represents the empirical cumulative distribution function (CDF) and 𝑘 is the ordered of 
the data set. 
 
𝐷𝑛 = 𝑚𝑎𝑥|𝐹𝑥(𝑥) − 𝑆𝑛(𝑥)|                      (35) 
 
𝑃(𝐷𝑛 ≤ 𝐷𝑛

𝛼) = 1 − 𝛼                       (36) 
 
where α represents the significance level and 𝐷𝑛

𝛼 represents the critical value. 
 
(b) Anderson–Darling (AD) Test 
 

Anderson–Darling (AD) Test was proposed by Anderson and Darling in year 1954 to refine the KS 
test by emphasizing more onto the tails of distribution or the outliers [11]. Hence, AD test is more 
suitable to evaluate the models which can best fit the maximum streamflow as compared to KS test. 
With n as the sample size and with data arrangement following an ascending order, X1 < X2 < … < Xn, 
the AD test statistic is expressed as below: 
 

𝐴2 = − ∑ [
(2𝑖−1){ln 𝐹𝑋(𝑥𝑖)+ln[1−𝐹𝑋(𝑥𝑛+1−𝑖)]}

𝑛
] − 𝑛𝑛

𝑖=1                    (37) 

 
where 𝐴2 represents the AD test statistic and 𝐹𝑋(𝑥𝑖) represents the CDF of the specified distribution 
with i = 1, 2, …, n. 
 
(c) Chi Square (𝑋2) Test 
 

Chi Square (𝑋2) Test is used to evaluate the correlation between two or more different categorical 
variables even for nonnumeric variables as well as to examine the fitness of the observed data to the 
expected distribution [20,27]. The steps in calculating the Chi-Square goodness of fit test consist of 
arranging and assigning the number of observations, n into a set of M cells, followed by mathematical 
calculations based on the formula below: 
 

𝑋2 = ∑
(𝑂𝑖−𝐸𝑖)2

𝐸𝑖

𝑀
𝑖=1                        (38) 

 
where 𝑂𝑖 represents the observed frequency in the i-th cell, 𝐸𝑖 represents the predicted frequency 
in the same i-th cell and M represents the number of intervals. 
 
Selection of the Best Probability Distribution Model 
 

Based on the tabulations, the three grading results from all the GoF tests for each of the station 
were added up to form a total grading value. Probability distribution model with the lowest total 
grading value was identified to be the most suitable probability distribution model to be used in 
describing the streamflow data in Peninsular Malaysia. 
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3. Results 
3.1 Goodness f Fit Using Assessment-Based Graphs 
 

After fitting the data with distributions in EasyFit (data analysis software), several graphical 
functions can be generated, while two of them namely Probability-Probability (P-P) Plot and 
Cumulative Distribution Function (CDF) were generated in this study to assist in evaluating the 
performances of all distributions. Generally, the results obtained from all 11 stations showed high 
similarity in terms of the graph patterns. Figure 2 and Figure 3 show the CDF and P-P Plot of six 
different stations for the maximum monthly streamflow data. 

For P-P Plot, it is worth to mention that an approximately linear plot in P-P Plot indicates that the 
distribution best fits the data sample, and the suitability of several fitted distributions can be 
determined through direct visualization on a P-P plot. By referring to the Figure 2, the plots created 
from the data points of the GEV, LN3 and W3 distributions were close to the linear line, indicating 
good performance in fitting the maximum monthly streamflow data. On the contrary, it is apparent 
that the data points of the normal distribution were scattered far away from the linear line for 
majority of stations. This indicated that it exhibited poor performance. Besides, as the P-P plots of 
most of the stations showed, the LN2, W2, G2 and G3 distributions were the moderately well in fitting 
the maximum monthly streamflow data because the gaps between their data points and the linear 
line were moderately small. 
 

  
(a) (d) 

  
(b) (e) 

  
(c) (f) 

Fig. 2. P-P Plots of maximum monthly streamflow fitting by using the eight selected distribution models at 
(a) Johor, (b) Kedah, (c) Kelantan, (d) Melaka, (e) Negeri Sembilan and (f) Pahang 
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(a) (d) 

  
(b) (e) 

  
(c) (f) 

Fig. 3. CDF graph of maximum monthly streamflow fitting by using the eight selected distribution models at 
(a) Pahang, (b) Perak, (c) Perlis, (d) Selangor, (e) Terengganu and (f) Wilayah Persekutuan Kuala Lumpur 

 
For CDF, only continuous distributions were used in this study, and hence the empirical CDF 

displayed will be in a stepped discontinuous line while the theoretical CDF will display as continuous 
curve. The smaller the gaps between the empirical (sample) and theoretical CDF, the better the 
performance of fitting the data sample. As can be seen from the Figure 3, the CDF curves of the GEV, 
LN3 and W3 distributions were the closet to the step lines of empirical CDF, indicating good 
performance in fitting the maximum monthly streamflow data. On the contrary, it is apparent that 
the CDF curves created by the normal and LN2 distributions were far away from the steps lines of 
empirical CDF for majority of stations, indicating that they offered poor performance. Next, the W2, 
G2 and G3 distributions showed similar gaps to the step lines which were at the average level. Hence, 
they performed moderately in fitting the maximum monthly streamflow data. 
 
3.2 Goodness of Fit Using GoF Test-Based Analysis 
 

As mentioned in the methodology, the GoF tests’ statistics were tabulated for comparison 
through the algorithm: The lower the value of GoF tests’ statistic, the better the result. For every test, 
each distribution model was assigned with a grade number ranging from 1 to 8, in which grade 1 
representing the best-performed distribution model, and grade 8 representing the worst-performed 
distribution model. All the grading results from the three GoF tests for every station were added up 
to form a total grading value as shown in Table 2 and Table 3. The suitability of the eight probability 
distributions were examined and ranked through the algorithm: The lower the grading value, the 
more suitable the distribution. 

Based on the GoF analysis, the GEV and LN3 distributions were found to be the most suitable 
distributions with high accuracy in fitting all the data series for this research while the normal 
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distribution was the least fit distribution. The remaining distributions which were LN2, G2, G3, W2 
and W3 had the moderate grading results based on the three GoF tests, indicating that they were the 
moderate distributions for streamflow fitting in Peninsular Malaysia. Additionally, it is interesting to 
note that the grading results of a three-parameters distribution of one kind was better than the two-
parameters distribution of the same kind in most of the data series. 
 

Table 2 
Ranking of distributions based on the total goodness-of-fit grading (Month) 
Types of 
Distribution 

Monthly Streamflow Maximum Monthly 
Streamflow 

Minimum Monthly 
Streamflow 

Mean Monthly 
Streamflow 

Total 
Grade 

Rank Total 
Grade 

Rank Total 
Grade 

Rank Total 
Grade 

Rank 

Normal 229 8 223 8 176 7 182 8 
GEV 62 1 88 1 76 1 101 1 
G2 204 7 143 5 169 6 157 5 
G3 134 4 141 4 136 4 164 7 
W2 194 6 165 6 167 5 162 6 
W3 175 5 133 3 133 3 152 4 
LN2 116 3 168 7 202 8 149 3 
LN3 78 2 133 2 130 2 121 2 

 
Table 3 
Ranking of distributions based on the total goodness-of-fit grading (Season)  
Types of 
Distribution 

Seasonal Streamflow Maximum Seasonal 
Streamflow 

Minimum Seasonal 
Streamflow 

Mean Seasonal 
Streamflow 

Total 
Grade 

Rank Total 
Grade 

Rank Total 
Grade 

Rank Total 
Grade 

Rank 

Normal 223 8 214 8 187 8 197 8 
GEV 95 2 96 1 102 1 94 1 
G2 170 6 151 5 164 5 144 4 
G3 135 4 124 3 130 3 132 3 
W2 209 7 187 7 174 6 192 7 
W3 142 5 145 4 117 2 144 4 
LN2 129 3 155 6 182 7 153 6 
LN3 84 1 118 2 134 4 127 2 

 
4. Discussion 
 

The results of this study indicate that, based on both graphical assessments (P-P Plot and CDF) 
and Goodness of Fit (GoF) tests analysis, the Generalized Extreme Value (GEV) distribution was the 
best fit distribution model that well representing most of the streamflow data series in Peninsular 
Malaysia except for the seasonal streamflow data that had three-parameter Lognormal (LN3) 
distribution as its best fit. It is interesting to note that the GEV and LN3 distributions appeared to be 
the top two best fit distributions in all the eight data series considered in this study. There are several 
possible explanations for this result. First, the GEV distribution is a complex distribution that consists 
of three parameters. It offers a higher flexibility in capturing, considering and modelling more climatic 
characteristics that subsequently results in having the ability to capture the data for extreme events 
[20]. Similarly, the LN3 distribution also consists of three parameters, causing it to be more flexible. 
Additionally, the LN3 distribution is robust to outliers or extreme values, allowing it to perform well 
in modelling the streamflow data in Peninsular Malaysia that contains extreme values due to the 
tropical climate. Next, the GEV distribution itself consists of three different kinds of extreme value 
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distributions including Weibull, Fréchet and Gumbel. This allows the GEV to provide a better analysis 
for different data series after comparing the performances of these three distributions. The findings 
are consistent with those of Ng et al., [20] who found GEV distribution was the best fit probability 
distribution for the annual maximum rainfall at Kelantan, which is one of the states of Peninsular 
Malaysia. Additionally, these results also match those observed in earlier studies elsewhere in the 
world. For instance, Farooq et al., [10] concluded that the GEV distribution was the best distribution 
to be used for flood frequency analysis in Pakistan since it provided the best estimation and fitting in 
all the four studied stations at Swat River, Pakistan. In Kenya, the finding of Langat et al., [17] also 
found that the GEV distribution had the best performance in fitting the annual minimum and annual 
mean streamflow at Tana River, Kenya. Furthermore, the finding regarding on the suitability of the 
LN3 distribution is also in agreement with Badyalina’s et al., [2] findings which showed that the LN3 
distribution was the optimum distribution in fitting the yearly peak flow of Segamat River at Johor. 
Therefore, the GEV distribution is suggested to simulate the streamflow data in Peninsular Malaysia. 

After going through both the graphical and GoF Test assessments, the results indicated that the 
normal distribution was the least fit distribution in most of the streamflow data series in Peninsular 
Malaysia except for the minimum monthly streamflow data that had two-parameter Lognormal (LN2) 
distribution as its least fit. However, the normal distribution was still the second least fit for minimum 
monthly streamflow which confirmed that it was the overall least fit distribution in this present study. 
It seems possible that these results are due to the characteristic of streamflow in Peninsular Malaysia 
which is highly stochastic. As mentioned in the literature review, Peninsular Malaysia opposed 
tropical climate and big variability of rainfall patterns. The northeast monsoon season (starts from 
November to February) and the southwest monsoon season (starts from May to August) would be 
experienced every year. Hence, extreme streamflow might occur, causing the streamflow data to be 
highly spread and not normally distributed. Similar concept can be applied to the LN2 distribution as 
well since it does not include the location parameter, and it considered the logarithm of the random 
variable to be normally distributed. Hence, it is not suggested to be used for streamflow data fitting 
in Peninsular Malaysia. These findings further support the conclusion of Langat et al., [17] which 
found that the normal and LN2 distributions were the least fitting. 

Results showed that the G2, G3, W2 and W3 distributions were the moderate distributions with 
average fitting accuracy in all the streamflow data series. The rankings of these distributions were 
different in different data series. It is difficult to explain this result, but it might be related to the idea 
and finding of Langat et al., [17] in which they found that different distributions may be suitable for 
different data series such as the minimum streamflow, mean streamflow, and maximum and 
maximum streamflow even the data were collected from the same site since the frequency of each 
data series are unique [23]. However, it is worth to note that the performance of a three-parameters 
distribution of one kind was better than the two-parameters distribution of the same kind in most of 
the data series in this study. This finding can be explained by using the same concept mentioned 
before in which more parameters involved will provide a better fitting performance as it has more 
flexibility and more ability in capturing climatic characteristics [20]. 

The combination of this study’s findings provides some support for the potential stakeholders 
including the local authority and engineers by providing a guidance in selecting the probability 
distribution for estimating the streamflow based on their suitability. The findings of maximum 
streamflow have important implications for developing water systems infrastructure and flood 
mitigation strategies. Besides, the findings of minimum and mean streamflow help in understanding 
the hydrological drought and developing the water resource management for irrigation as well as 
agriculture. However, more research on this topic needs to be undertaken before the plans and 
strategies to deal with the streamflow are more clearly understood and well executed. 
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5. Conclusion 
 

The purpose of the current study was to investigate the most suitable probability distribution 
models for streamflow in Peninsular Malaysia. A total of eight distributions including the normal, 
GEV, G2, G3, W2, W3, LN2 and LN3 distributions were implemented to fit the streamflow data. Once 
all the distributions done fitting the data, the performance of each distribution in describing the 
streamflow data was evaluated graphically (P-P Plot and CDF) and statistically through Goodness of 
Fit (GoF) Tests (KS test, AD Test and Chi-squared Test). Following this, the overall results were 
tabulated and ranked, and the best suited probability distribution models can be determined. 

In conclusion, the study identifies the Generalized Extreme Value (GEV) distribution as the best 
fit for representing most streamflow data series in Peninsular Malaysia. However, for seasonal 
streamflow data, the three-parameter Lognormal (LN3) distribution is the most suitable. These 
distributions consistently yield the lowest grading values for most stations and data series. The study 
highlights the enhanced flexibility of three-parameter distributions, better capturing climatic 
characteristics compared to two-parameter distributions. These findings are crucial for guiding the 
selection of suitable probability distributions in streamflow estimation worldwide. Additionally, they 
provide insights into the hydrological climates and characteristics of Peninsular Malaysia, aiding in 
flood and drought mitigation, as well as water resource management for irrigation and agriculture. 

To improve the accuracy in future findings, below are some recommendations to be considered. 
First, involve the streamflow stations in East Malaysia and increase the numbers of stations 
considered so that findings can represent the entire Malaysia as a whole. Next, it is suggested to 
select the stations with complete data set with at least 30-year study period to ensure the precision 
and reliability of the results. Furthermore, the candidates of the distributions involved is suggested 
to be increased especially with high parameter distributions to maximise the comparison of their 
performances in choosing the best fitting distribution for streamflow data. 
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