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In this article, Magneto-hydrodynamic flow of a non-Newtonian Casson fluid in 
converging and diverging channels subject to stretching -shrinking cases is an important 
problem in the field of fluid flow that has been highlighted by the combination of the 
differential transformation method and the optimal method so-called optimal differential 
transformation method (ODTM). In this synthesis that is used achieves improved 
analytical results for this problem. This study examines the impact of several developing 
characteristics, including channel angle, stretching-shrinking parameter, Casson fluid 
parameter, Hartmann number, and Reynolds number with the velocity profiles. Results 
obtained from the DTM and the numerical method BVP4c are compared to those resulting 
from ODTM which consist of the collocation differential transform method (CDTM), the 
sub-domain differential transform method (SDTM), the least squares differential 
transform method (LSDTM), and the Galerkin differential transform method (GDTM). The 
comparison shows that the percentage errors of the optimal methods (ODTM) are more 
accurate than those of the DTM for a similar number of parts of the repeated series over 
a wide range of physical parameters. Finally, it can be said that the results of the proposed 
method for third-order nonlinear Jeffrey Hamel flow in the non-Newtonian Casson fluid 
problem are high accuracy. 
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1. Introduction 
 

The model of non-Newtonian Jeffery Hamel flow of Casson fluid is the topic under consideration 
and is generally recognized as a valuable subject for investigating many aspects of industrial 
applications, including but not limited to automotive, mechanical, chemical, agricultural, and civil 
engineering processes. Significant progress has been achieved in the use of Jeffrey Hamel's problems, 
particularly in the domains of fluid dynamics, chemical engineering, and aeronautical engineering. 
Various applications of this technology include chemically vaporized deposition reactors, laser 
turbines using high-current arcs, industrial equipment for area growth or reduction, as well as gas 
condensers and pipe components. The examination of thermal radiation in the context of the well-
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known Jeffery Hamel flow issue presents a significant academic and technological difficulty for the 
field of aviation. This problem involves the study of converging-diverging streams that experience 
either contraction or expansion, leading to notable implications. The Jeffery-Hamel flow pertains to 
the behavior of a confined fluid that is two-dimensional, viscous, and incompressible. This flow occurs 
between two planes that are positioned at a certain angle, either divergent or convergent. Magneto-
hydrodynamics (MHD) is an academic discipline that investigates the dynamics and characteristics of 
electrically conductive fluids about their magnetic properties. Some examples of magnetic fluids 
contain several substances, including liquid metals, plasmas, and salts. The word magneto-
hydrodynamics is composed of "magneto," which refers to a magnetic field; "hydro," which pertains 
to water; and "dynamics," which relates to movement [1]. The significance of investigating the 
problems surrounding Jeffery Hamel is in the ability to control fluid flow via the manipulation of static 
electrical field strength. The dynamics of fluid motion in the presence of a magnetic field exhibit 
notable disparities compared to those in its absence. The analysis of Jeffery Hamel's concerns with 
the static electrical field on the conductive fluid is conducted using magnetic amplitude as a control 
parameter [2-4]. Several researchers have conducted studies on the behavior of Casson fluid using 
various experiments. One potential research focus is investigating the impact of Soret and Dufour's 
effects on the magneto-hydrodynamic flow of Casson fluid by the use of semi-analytical techniques, 
as shown in previous studies by several researchers, Jalili et al., [5] investigated the fluid dynamics in 
porous materials of different forms utilizing magnetohydrodynamic/hydrodynamic and heat transfer 
techniques. Jasim and Al-Saif [6] used several analytical methods to solve the equations governing 
fluid flow problems Jalili et al., [7] created the HAN technique to estimate an analytical solution for 
the flow of non-Newtonian Casson fluid in a porous medium. Sarada et al., [8] presented a 
comprehensive analysis of multiple research that examined the factors influencing the characteristics 
of nanofluids, which are known to enhance thermal conductivity. This analysis encompassed various 
features and scenarios. Jalili et al., [9] all heat transmission processes in non-Newtonian fluid flow 
have been thoroughly examined. AGM and FEM approaches have been employed to solve this fluid 
flow's governing equations, exhibiting perfect agreement. In their study, Alhadhrami et al., [10] 
investigated the numerical simulation of the impact of local thermal non-equilibrium on the flow and 
heat transmission of a non-Newtonian Casson fluid in a porous media. The study conducted by Li et 
al., [11] nanotechnology has made significant progress, particularly in the development of nanofluids. 
These are hybrid fluids that contain small metallic particles, enhancing their thermophysical 
properties. This field is currently a major focus in applied mathematics's industrial and technical 
applications. In their study, Gowda et al., [12] employed a hybrid method that combined the RKF-45 
technique with a shooting approach to investigate the behaviour of an incompressible and 
conducting electrically Casson-Maxwell fluid confined between two uniformly stretchable discs. Jalili 
et al., [13] was intrigued by the occurrence of entropy formation in rectangular containers filled with 
nanofluids. Gowda et al., [14] studied the interlayer of nanofluids using Jeffrey nanofluid. Kumar et 
al., [15] examined the impact of thermophoresis and Brownian motion on the flow of nanofluids over 
a curved extension plate (CSS). The study incorporated the Cattaneo-Christoph thermal flow and 
Stefan blow (SB) conditions to analyze the properties of heat and mass transportation.  Kumar et al., 
[16] investigated convective heat transfer and KK bonding, to model the flow of nanofluids on a 
curved extended plate. Recently, Zhao’s et al., [17] multiple researches have investigated the 
movement of various substances across a range of surfaces. Abdulridah and Jasim [18] studied the 
flow and heat transfer of a nanofluid through a converging or diverging channel in a porous medium 
for the flow problem of Jasim [19] and Khan et al., [20] examined the fluid flow in different types of 
flow channels. Kumar et al., [21] examined the movement of electrically conductive fluids that have 
both convective and hydromagnetic properties in a vertical loop. They applied principles from 
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thermodynamics to analyse the system, taking into account the influence of an induced magnetic 
field, entropy generation, and time-periodic boundary conditions. Jalili et al., [22] examined the 
dispersion of temporary temperature in a mobile plate with a thermal conductivity that is highly 
influenced by heat and the heat transfer coefficient. The majority of problems related to fluid 
mechanics are fundamentally expressed in a nonlinear form and are often associated with nonlinear 
ordinary and partial differential equations, respectively. The current analytical techniques have been 
inadequate for appropriately assessing non-linear equations of this kind. To address this kind of 
problem, it is necessary to use numerical or semi-analytical methods. The researchers express a 
preference for using specific accepted methods for solving problems in many fields including 
decomposing approach, perturbation approach, iteration approach, homotopy analysis, optimum 
asymptotic approaches, and differential transform approach. Semi-analytical and numerical 
approaches are often used because of their enhanced accuracy and efficiency in generating findings. 
The present paper utilizes the differential transform method [23]. This approach is a robust and semi-
exact strategy that does not rely on the presence of either big or tiny components. This approach 
offers significant advantages compared to previous approximated semi-exact methods. The 
resolution of diverse types of equations that are differential was advantageous, including difference 
equations, eigenvalues issues, nonlinear integrals, high index differential-algebraic mathematical 
equations, fractional formulas, pantograph formulas, nonlinear oscillations, and integrodifferential 
equations without imposing constrictive suppositions This encompasses techniques such as the 
linearization process, discretization, and the mitigation of round-off errors. Numerous academics 
have used the differential transform method to address a wide range of fluid field issues. In their 
study, Hatami et al., [24] used the differential transform method to deal with the issue of the non-
Newtonian flow of fluid in a plate shape. In a recent study, Sobamowo [25] used the DTM to analyse 
a two-dimensional fluid issue occurring inside a porous channel. Sowmya et al., [26,27] investigated 
the thermal characteristics of a longitudinal fin and moving rod in the presence of internal production 
of heat, considering the effects of natural radiation and convection. Kumar et al., [28] predicted the 
thermal variation in the fin of rectangular configuration with convection-radiation impact and 
delineated the nature of thermal dispersion for different fin materials by using DTM. One of the 
primary benefits of the differential transform method is its ability to effectively solve nonlinear 
problems in mathematics without needing linearization other the discretization. Therefore, the 
approach does not claim to be free from mistakes associated with the process of discretization 
Additionally, it reduces the computational complexity and applies to a wide range of problems in 
mathematics with simplicity. The implementation of the DTM has shown effective application in 
multiple fields such as dynamics of fluids, multi-physical mechanics, and heat transfer systems 
throughout the present century, study on the fluid flow problem in a plane Couette configuration, 
analysis of vibration in a state of unrestricted motion, the topic of discussion is the flow of micropolar 
fluids, an examination of the flow of non-Newtonian nanofluids, the text discusses acoustic and wave 
propagation concerns and the use of a viscoelastic Winkler foundation, modelling the process of 
intestinal transit, convection driven by temperature and solute gradients in porous medium [29-34]. 
There exist several straightforward and precise approximation methods for the solution of 
differential equations called the weighted residual methods. Collocation, least square, and Galerkin 
methods are instances of the weighted residual methods. Stern and Rasmussen [35] employed the 
collocation method as a means to solve a third-order linear differential equation. Nabati et al., [36] 
proposed the collocation method to address the equation of thermal performance within a porous 
medium. The possibility of utilizing the orthogonal collocation method for solving the diffusivity 
equation in a radial transient flow system was investigated by Vaferi et al., [37]. Biswal et al., [38] 
used the least-squares method to resolve the equations which govern that describe the flow of 
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nanofluid in a semi-porous channel. In their study, Shaoqin and Huoyuan [39] conducted the 
development and analysis of least-squares approximations for the incompressible magneto-
hydrodynamic equations. Abbaszadeh et al., [40] introduced the Galerkin method for solving the 
Navier-Stokes equation coupled with the heat transfer equation. Hendi and Albugami [41] employed 
collocation and Galerkin methods to address the solution of Fredholm-Volterra integral equations. 
Liberty and Miracle [42] used weighted residual methods to solve boundary value problems. After 
that, a second-order differential equation was solved using all methods to evaluate its efficiency and 
stability. Zhou et al., [43] applied a subdomain method to replicate the kernel approximation 
technique. Subsequently, the subdomains were created using non-overlapping Voronoi cells in order 
to establish a localized model with limited strength within these subdomains. In the present article, 
we will provide a novel approximation method referred to as the optimal differential transform 
method which consists of the collocation differential transform method, the sub-domain differential 
transform method, the least squares differential transform method, and the Galerkin differential 
transform method as in Figure 1. The primary characteristic of the optimal differential transform 
method is its ability to achieve rapid convergence while minimizing computing expenses. To validate 
the findings obtained from the optimal differential transform method, the same problems were also 
addressed using the differential transform method and the numerical technique BVP4c. The 
remainder of the parts are structured in the following, the governing problem in section second, the 
ideal basis of the differential transform method for ordinary differential equations in section three, 
the application of the differential transform method and BVP4c in section four, improving the 
analytical aspect in section five, the convergence test in section six, discuss Tabular given in section 
seven, discuss graphics given in section eight. Finally, the conclusion is presented in section nine. 
 

 
Fig. 1. Executive plan for basic work steps 

 
2. The Governing of the Problem 
 

The present study focuses on the analysis of the two-dimensional incompressible magneto-
hydrodynamic flow of a non-Newtonian Casson fluid between two expanding or shrinking barriers, 
as described by Gowda et al., [12] in Figure 2 depicts the structural characteristics of the magneto-
hydrodynamic (MHD) Jeffery Hamel flow. The space between both walls is denoted as 2ε. We may 
analyze two situations in the following manner: 

(a) Converging wall when ε < 0. 
(b) Diverging wall when ε > 0. 
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Fig. 2. The Geometry of the Jeffery Hamel Flow 

 
The fundamental model that characterizes an incompressible non-Newtonian Casson fluid is 

outlined in the following manner. 
 

𝜏𝑖𝑗 = {
2 (μB +

𝒫𝓎

√2 π̇
) Cij

̇  , π̇ < π̇c

2 (μB +
𝒫𝓎

√2 π̇
) Cij

̇  , π̇ > π̇c

,           (1) 

 
where μB is the non-Newtonian fluid's elastic fluid velocity, 𝒫𝓎 is the pressure of the fluid, π̇ is the 

product of the component of deformation rate with itself which mean 𝜋̇  = 𝐶𝑖𝑗
̇ 𝐶𝑖𝑗

̇  with 𝐶𝑖𝑗
̇  is(𝑖, 𝑗) 

component of the deformation rate, and π̇c is a critical value of this product dependent mostly on 
the non-Newtonian model. For this problem, the conservation laws of mass and momentum are: 
 
∇ ∙ U̅ = 0 ,              (2) 
 

ρ̅ (
∂U̅

∂t
+ (∇ ∙ U̅)U̅) = −∇𝑝̅ + ∇ ∙ 𝜏𝑖̅𝑗 + 𝑔̅𝐵.          (3) 

 
By cylinder coordinates are used to transform the continuity and momentum equations from Eq. 

(1) to Eq. (3) for this problem, 
 
1

r̅

∂(r̅u̅r̅(r̅,𝜑̅))

∂r̅
= 0,             (4) 

 

−u̅r̅(r̅, 𝜃̅)
∂u̅r̅(r̅,𝜃̅)

∂r̅
−

1

ρ̅

∂𝑝̇

∂r̅
+ ψ (1 +

1

γ
) (

∂2u̅r̅(r̅,𝜃̅)

∂r̅2 +
1

r̅

∂u̅r̅(r̅,𝜃̅)

∂r̅
+

1

r̅2

∂2u̅r̅(r̅,𝜃̅)

∂𝜃̅2 −
u̅r̅(r̅,𝜃̅)

r̅2 ) −
ℓΣ0

σr̅2 u̅r̅ = 0,   (5) 

 

−
1

ρ̅r̅̅ ̅

∂𝑝̇

∂𝜃̅
+

2ψ

r̅2 (1 +
1

γ
) (

∂u̅r̅(r̅,𝜃̅)

∂𝜃̅
) = 0,           (6) 

 

where ṗ is the pressure, u̅𝑟̅ is the velocity in radial direction, ρ̅ is the fluid density, γ =
μḂ√2π

Py
 is the 

fluid parameter, ψ is kinematic viscosity and ℓ is the conductivity of the fluid and denote Σ̇° to the 
electromagnetic induction. 
 

u̅r̅ = u̅w =
𝑠̅

r̅
 , 𝜃̅ = ±ε, 
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u̅r̅ =
u̅cr̅

r̅
 ,

∂u̅r̅(r̅,𝜃̅ )

∂𝜃̅
= 0 at 𝜃̅ = 0.           (7) 

 
where u̅cr̅ denotes the movement along the center line, u̅w the velocity along the channel walls, and 
𝑠̅ the rate of stretching and contracting. Eq. (4) is integrated with regard to r̅, following is the 
continuation a formula: 
 

𝓎(𝜃̅) = r̅ u̅r̅(r̅, 𝜃̅) ,             (8) 
 

The use of dimensionless variables, as described by Eq. (8), enables the issue to be expressed in 
a dimensionless form. 
 

𝒴(𝜉) =
𝓎(𝜃̅)

ℊ̅cr̅
 , 𝜉 =

𝜃̅

ε
 , r̅ =

u̅cr̅

r̅
𝒴(𝜉).           (9) 

 
From Eq. (9), we get the essential derivatives, 
 
∂u̅r̅

∂𝜑̅
=

u̅cr̅

εr̅

𝑑𝒴(𝜉)

𝑑𝜉
 ,

∂3u̅r̅

∂𝜑̅3
=

u̅cr̅

ε3r̅

𝑑3𝒴(𝜉)

𝑑𝜉3
 ,

∂3u̅r̅

∂r̅2 ∂𝜃̅
=

2u̅cr̅

εr̅3

𝑑𝒴(𝜉)

𝑑𝜉
 ,                  (10) 

 
∂u̅r̅

∂r̅
= −

u̅cr̅

r̅2 𝒴(𝜉) ,
∂2u̅r̅

∂𝜃̅ ∂r̅
= −

u̅cr̅

εr̅2

𝑑𝒴(𝜉)

𝑑𝜉
 ,

∂2u̅r̅

∂r̅2 =
2u̅cr̅

εr̅3

𝑑𝒴(𝜉)

𝑑𝜉
 , 

 

Integrating Eq. (6) with respect to 𝜃̅ then by derivation the resulted equation with respect to r̅, 
the continuity rule is: 
 
1

ρ̅

∂𝑝̇

∂r̅
= (1 +

1

γ
) (−

2ψ

r̅2 u̅r̅(r̅, 𝜃̅) +
2ψ

r̅

∂u̅r̅(r̅,𝜃̅)

∂𝜃̅
),                    (11) 

 
Now, putting Eq. (10) into Eq. (11) give up, 
 
1

ρ̅

∂𝑝̇

∂r̅
= (1 +

1

γ
) (

−4ψ

r̅3 u̅cr̅𝒴(𝜉)) ,                     (12) 

 
Substituting Eq. (10) and Eq. (12) into Eq. (5) we get, 
 

u̅r̅c
2

r̅3 𝒴2(𝜉) + (1 +
1

γ
) (

4ψ

r̅3 u̅r̅𝒴(𝜉)) + ψ (1 +
1

γ
) (2

u̅r̅c

r̅3 𝒴(𝜉) −
1

r̅

u̅r̅c

r̅2 𝒴(𝜉) +
1

r̅3

u̅r̅c
2

ε2

𝑑2𝒴(𝜉)

𝑑𝜉2 −
u̅r̅

r̅3 𝒴(𝜉)) −

ℓΣ0
2

ρ̅r̅2

u̅r̅c

r̅
𝒴(𝜉) = 0.                       (13) 

 
After simplistic analysis from the above rule, the ultimate section is taken as, 
 

u̅r̅c 𝒴2(𝜉) + 4ψ (1 +
1

γ
) 𝒴(𝜉) + ψ (1 +

1

γ
)

1

𝜀2

𝑑2𝒴(𝜉)

𝑑𝜉2 −
ℓΣ0

2

ρ̅
𝒴(𝜉) = 0,                (14) 

 
Differentiate the Eq. (14) with respect to 𝜉, 
 

u̅r̅c𝒴(𝜉)
𝑑𝒴(𝜉)

𝑑𝜉
+ 4ψ (1 +

1

γ
)

𝑑𝒴(𝜉)

𝑑𝜉
+ ψ (1 +

1

γ
)

1

ε2

𝑑3𝒴(𝜉)

𝑑𝜉3 −
ℓΣ0

2

ρ̅

𝑑𝒴(𝜉)

𝑑𝜉
= 0,                (15) 
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Multiply both sides of Eq. (15) by 
𝜀

ψ
 we have: 

 

(1 +
1

γ
)

𝑑3𝒴(𝜉)

𝑑𝜉3 + 2𝜀𝑅𝑒𝒴(𝜉)
𝑑𝒴(𝜉)

𝑑𝜉
+ 𝜀2 (4 (1 +

1

γ
) − 𝐻𝒶)

𝑑𝒴(𝜉)

𝑑𝜉
= 0,                (16) 

 
With boundary conditions 
 

𝒴(0) = 1,
𝑑𝒴(0)

𝑑𝜉
= 0 , 𝒴(1) = 𝜒̅.                     (17) 

 

Between the two planes classify, 𝑅𝑒 =
εU̅r̅c

ψ
 is Reynolds number and 𝐻𝒶 =

𝛿Σ0
2

ρ̅ψ
 is Hartmann 

number, we can classify to two cases as, 
(a) Convergent channel: ε < 0 , u̅r̅c < 0 , 
(b) Divergent channel: ε > 0 , u̅r̅c > 0 .  

 
The definition of a χ̅ is stretching-shrinking parameter. Physically, there are three cases can be 

summated as follows: 
(a) Shrinking channel χ̅ < 0, 
(b) Fix surface χ̅ = 0, 
(c) Stretching channel 𝜒̅ > 0. 

 
Finally, the values of the friction coefficient of a skin can be obtained, 
 

𝜒̅𝒴 =
r̅2τr̅θ̅

u̅r̅c
2 |

𝜉=1
=

1

𝑅𝑒̇
(1 +

1

γ
)

𝑑𝒴(1)

𝑑𝜉
 .                     (18) 

 
3. The Ideal Basic Differential Transform Method for Ordinary Differential Equations 
 

The differential transformation technique was developed by Zhou in 1986. This approach was 
developed to solve non-linear initial value problems. To construct idea the differential transformation 
technique, we can be defined the ordinary differential equation as follows: 
 
ℒ[𝒴(𝜉)] + ℕ[𝒴(𝜉)] −  ℱ(𝜉) = 0,                     (19) 
 
where 𝜉 denotes an independent variable, 𝒴(𝜉) is unknown function and ℱ(𝜉) is known function. ℒ 
and ℕ are boundary linear and nonlinear operators. The following basic definitions and optimal 
differential transformation procedures are introduced for the function (𝜉): 
 

𝒲(𝑘) =
1

𝑘̅!
(

𝑑𝑘̅𝒴(𝜉)

𝑑𝜉𝑘̅
)

𝜉=𝜉0

.                      (20) 

 
Now, can be noticed 𝒴(𝜉) is the original function which stated in practical applications as infinite 

series and 𝒲(𝑘) is the transformed function. The inverse transform of the function 𝒲(𝑘) can be 
expressed as follows: 
 

𝒴(𝜉) = ∑ 𝒲(𝑘)(𝜉 − 𝜉0)𝑘̅∞
𝑘=0 .                     (21) 
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Substituting Eq. (20) and Eq. (21) into Eq. (19), yield 
 

ℒ[ ∑
(𝜉−𝜉0)𝑘̅

𝑘̅!
(

𝑑𝑘̅𝒴(𝜉)

𝑑𝜉𝑘̅
)

𝜉=𝜉0

∞
𝑘̅=0 ] + ℕ[ ∑

(𝜉−𝜉0)𝑘̅

𝑘̅!
(

𝑑𝑘̅𝒴(𝜉)

𝑑𝜉𝑘̅
)

𝜉=𝜉0

∞
𝑘̅=0 ] −  ℱ(𝜉) = 0.               (22) 

 
Consequently, can be reassigned the optimal coefficients Π𝑘, 𝑘 = 0,1,2, … , 𝑛 in obtained series 

solution in Eq. (22) to get the residual function: 
 
ℛ(𝜉, Π0,  Π1,  Π2, … , Π𝑛) = ℒ[𝒴(𝜉; Π0, Π1, Π2, … , Π𝑛)] + ℕ[𝒴(𝜉; Π0, Π1, Π2, … , Π𝑛)] −  ℱ(𝜉), 
 
An approximate analytical solution can be defined by the presence of optimal coefficients as follows: 
 

𝒴(𝜉; Π0, Π1, Π2, … , Π𝑛) = ∑ Π𝑘
(𝜉−𝜉0)𝑘̅

𝑘̅!
(

𝑑𝑘̅𝒴(𝜉)

𝑑𝜉𝑘̅
)

𝜉=𝜉0

∞
𝑘̅=0 .                  (23) 

 
The fundamental, often employed differential transform mathematical operations are derived 

and are given in Table 1, as follows: 
 

Table 1 
The functions of differential Transformation 
Original function Transformed function 

𝓨(𝝃) = 𝒕(𝝃) ± 𝒗(𝝃) 𝒲(𝑘) = 𝑇(𝑘) ± 𝑉(𝑘) 
𝓨(𝝃) = 𝝐𝒕(𝝃) 𝒲(𝑘) = 𝜖𝑇(𝑘), 𝜖 is constant 
𝓨(𝝃) = 𝒕(𝝃)𝒗(𝝃) 

𝒲(𝑘) = ∑ 𝑇(𝑖)𝑉(𝑘 − 𝑖)

𝑘̅

𝑖=0

 

𝓨(𝝃) =
𝒅𝒏𝒕(𝝃)

𝒅𝝃𝒏
 𝒲(𝑘) =

(𝑘 + 𝑛)!

𝑘!
𝑇(𝑘 + 𝑛) 

 
4. The Application of Differential Transform Method and BVP4c 
 

In this section, we use both the differential transform approach and BVP4c to address the 
problem of magneto-hydrodynamic Casson fluid Jeffery Hamel flow. The solutions provided may be 
classified as approximate analytical and numerical methods, and can be summarized as follows: 
 
(i) Analytical Aspect 
 

The iterative method for Eq. (16) is developed utilizing Table 1 of the differential transform 
method in the following manner: 
 

(1 −
1

γ
) (𝑘̅  +  1)(𝑘̅  +  2)(𝑘̅  +  3)𝒲(𝑘̅  +  3) − 2𝛆𝑅𝑒 ∑ (i + 1)𝒲(i + 1)𝒲(k − i) −k

i=0   

𝜀2 (4 (1 +
1

γ
) − 𝐻𝒶) (k + 1)𝒲(k + 1) = 0,                    (24) 

 
The boundary conditions can be written as follows: 
 
𝒲(0) = 1 , 𝒲(1) = 0 , 𝒲(2) = Π,                     (25) 
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where Π can be determined using 𝒴(1) = 𝜒̅ and using the iterative of Eq. (16) and Eq. (17) and we 
get approximant analytical solutions for 𝒴. 
 
𝒴0(𝜉) = 1, 
 
𝒴2(𝜉) = 1 + Π𝜉2, 
 

𝒴4(𝜉) = 1 + Π𝜉2 + (
Π𝜀((𝛾(H − 4)− 4)ε−2γ𝑅𝑒)

12(γ+ 1)
) 𝜉4, 

 

𝒴6(𝜉) = 1 + Π𝜉2 + (
Π𝜀((𝛾(H −  4) −  4)ε − 2γ𝑅𝑒)

12(γ +  1)
) 𝜉4 +

Πε

360(γ +  1)
(((H −  4)2ε3 − 4𝑅𝑒 

 (H −  4)ε2 + 4ε𝑅𝑒
2 −  12Π𝑅𝑒)γ2 + ((32 − 8H )ε3 + 16ε2𝑅𝑒 − 12Π𝑅𝑒)𝛾 + 1616ε3)𝜉 6, 

 

𝒴8(𝜉) = 1 + Π𝜉2 + (
Π𝜀((𝛾(H −  4) −  4)ε − 2γ𝑅𝑒)

12(γ +  1)
) 𝜉4 +

Πε

360(γ +  1)
(((H −  4)2ε3 − 4𝑅𝑒 

 (H −  4)ε2 + 4ε𝑅𝑒
2 −  12Π𝑅𝑒)γ2 + ((32 − 8H )ε3 + 16ε2𝑅𝑒 − 12Π𝑅𝑒)𝛾 + 1616ε3)𝜉 6 

+
1

20160(γ +  1)
((ε2((H −  4)ε −  2𝑅𝑒)γ −  4ε) (ε2((H −  4)ε −  2𝑅𝑒)γ −  4ε) 

(𝛾2 ((H −  4)2𝜀3 −  4𝑅𝑒(H −  4)𝜀2 +  4ε𝑅𝑒
2  −  72Π𝑅𝑒)) + ((32 − 8H )𝜀3 + 16𝜀2𝑅𝑒 

− 72Π𝑅𝑒)+16ε3))𝜉8, 

⋮ 
 
The required approximate analytical solution of 𝒴(𝜉) is, 
 

𝒴(𝜉) = 1 + Π𝜉2 + (
Π𝜀((𝛾(H −  4) −  4)ε − 2γ𝑅𝑒)

12(γ +  1)
) 𝜉4 +

Πε

360(γ +  1)
(((H −  4)2ε3 − 4𝑅𝑒 

 (H −  4)ε2 + 4ε𝑅𝑒
2 −  12Π𝑅𝑒)γ2 + ((32 − 8H )ε3 + 16ε2𝑅𝑒 − 12Π𝑅𝑒)𝛾 + 1616ε3)𝜉 6 

+
1

20160(γ +  1)
((ε2((H −  4)ε −  2𝑅𝑒)γ −  4ε) (ε2((H −  4)ε −  2𝑅𝑒)γ −  4ε) 

(𝛾2 ((H −  4)2𝜀3 −  4𝑅𝑒(H −  4)𝜀2 +  4ε𝑅𝑒
2  −  72Π𝑅𝑒)) + ((32 − 8H )𝜀3 + 16𝜀2𝑅𝑒 

− 72Π𝑅𝑒)+16ε3))𝜉8 + ⋯.                      (26) 

 
(ii) Numerical Aspect 
 

The bvp4c solver in MATLAB is employed for the solution of Eq. (16), which represents a nonlinear 
ordinary differential equation under the presence of initial and boundary conditions as described in 
Eq. (17). The proposed solution entails the utilization of the finite difference code with the accuracy 
of fourth order. In order to apply the solution, it is necessary to rephrase the equation as a collection 
of equivalent first-order ordinary differential equations, which afterward transform into 
 

𝒴(𝜉) = ℱ1 ,
𝑑𝒴(𝜉)

𝑑𝜉
= ℱ2,

𝑑2𝒴(𝜉)

𝑑𝜉2 = ℱ3 ,  

𝑑ℱ3

𝑑𝜉
=  

−εℱ2

(1+𝛾)
(−2γ𝑅𝑒ℱ1  − 4ε +  εγ(𝐻𝒶  −  4)).                   (27) 
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From the boundary conditions (17), we obtain that 
 
ℱ1(0) = 1 , ℱ2(0) = 0 , ℱ2(1) = 𝒯.                     (28) 
 

Eq. (37) and Eq. (38) had been numerically integrated to an established endpoint in order to find 
an initial value problem. The need to use the MATLAB package necessitated all of these 
simplifications. Then, by executing this program with a 0.1 step size, the range from 0 to 1 and back 
is determined. 
 
5. Improve Analytical Aspect 
 

To improve the approximate analytical solution obtained from DTM in Eq. (26) which includes 
𝜉2, 𝜉4, 𝜉6, 𝜉8, 𝜉10 assume the approximate analytical solution in the following form: 
 

𝒴̃(𝜉) = Π0 + Π1𝜉2 + Π2𝜉4 + Π3𝜉6 + Π4𝜉8 + Π5𝜉10.                  (29) 
 

To determine the appropriate values for Π𝑘, 𝑘 = 0,1,2,4,5 we employ the weighted residual 
methods to get the best coefficients for 𝜉. There was a computational method known as the 
Weighted Residuals method that was utilized for approximating solutions to differential equations. 
Let us consider the application of a differential operator 𝒟 on a given function 𝒴, resulting in the 

generation of a new function 𝑓, 
 

𝒟(𝒴( 𝜉)) = 𝑓( 𝜉) .                       (30) 

 
The approximation of the variable 𝒴 is commonly achieved by expressing it as a linear 

combination of basic functions 𝒴̃ selected from a set that is linearly independent. This can be 
interpreted as, 
 

𝒴 ≅ 𝒴̃ = ∑ Π𝑖
𝑛
𝑖=1 ∅̃𝑖 .                       (31) 

 
When the differential operator 𝒟 is applied, the outcome of the operations typically does not 

yield 𝑓( 𝜉). Therefore, it is expected that an error or residual will be present 
 

𝑅( 𝜉) = 𝒟 (𝒴̃( 𝜉)) − 𝑓( 𝜉) ≠ 0.                     (32) 

 
The concept within the context of Weighted Residual Methods involves the objective of achieving 

a zero residual in an averaged manner across the entire domain. In other words: 
 

∫ ℛ( 𝜉)
𝑏

𝑎
𝑤̃𝑖𝑑𝜉, 𝑖 = 1,2, … , 𝑛 .                      (33) 

 
The total number of weight functions, denoted as 𝑤̃𝑖 is precisely equivalent to the number of 

unknown constants, represented as Π𝑖 in the function 𝒴̃ The outcome yields a collection of 𝑛 
algebraic equations representing the unidentified constants Π𝑖. The subsequent subsections provide 
an explanation of three different ways of Weighted Residual Methods. 
 
 



Journal of Advanced Research in Fluid Mechanics and Thermal Sciences 

Volume 114, Issue 2 (2024) 80-105 

90 
 

5.1 Collocation Method 
 

In this approach, the weighting functions are derived from a set of Dirac 𝛿 functions within the 
given domain, that is w̃𝑖 = (𝜉) = 𝛿( 𝜉 − 𝜉𝑖) .The Dirac 𝛿 function is formally defined as 
 

w̃𝑖 = 𝛿( 𝜉 − 𝜉𝑖) = {
1         𝑖𝑓  𝜉 = 𝜉𝑖

0          Otherwise
                    (34) 

 
The residual function in Eq. (32) needs to be constrained to zero at some points. In the context of 

this problem, a trial function is seen in Eq. (29). The trial function shown above fulfils the boundary 
condition as stated in Eq. (17), we obtain that, 
 
Π0 = 1,                        (35) 
 
Π1 = −(2Π2 + 3Π3 + 4Π4 + 5Π5 + 6Π6) ,                    (36) 
 
By substituting the Eq. (35) and Eq. (36) into Eq. (29) we get that, 
 

𝒴̃(𝜉) = 1 −  (2Π2 + 3Π3 + 4Π4 + 5Π5 + 6Π6)𝜉2 + Π2𝜉4 + Π3𝜉6 + Π4𝜉8 + Π5𝜉5 .              (37) 
 

The residual functions can be obtained by substituting Eq. (37) into Eq. (16), and denoted as 
ℛ(Π0, Π1, Π2, Π3, Π4, Π5, 𝜉 ) may be determined, 
 

ℛ(Π0, Π1, Π2, Π3, Π4, Π5) = (1 +
1

γ
) (720𝜉7Π5 +  336𝜉5Π4 +  120𝜉3Π3 +  24𝜉Π2) + 2εR(𝜉10Π5  

+𝜉8Π4 +  𝜉6Π3 + 𝜉4Π2+ 𝜉2Π1 +  Π1)(10𝜉9Π5 +  8𝜉7Π4 +  6𝜉5Π3 +  4𝜉3Π2 +  2𝜉Π1)  

+ε2 (4 +
4

𝛾
− 𝐻) (10𝜉9Π5 +  8𝜉7Π4 +  6𝜉5Π3  +  4𝜉3Π2 + 2𝜉Π1).                (38) 

 
However, the residual function must approximate zero. In order to achieve this objective, it is 

necessary to select four distinct locations inside the domain 𝜉𝑖 ∈ [0,1]. Ultimately, after substituting 
these points into the residual function, ℛ(Π0, Π1, Π2, Π3, Π4, Π5), a system of four equations and four 
unknown coefficients was derived. Once the unknown parameters (Π2, Π3, Π4, Π5) are determined, 
they will be substituted into Eq. (37) to obtain the approximate solution. 
 
5.2 The Sub-domain Collocation Method 
 

This is an alternative method that can be employed to compute the parameters Π𝑖 , 0,1,2, … , 𝑛 
The domain is partitioned into 𝑛 subdomains, where 
 

w̅𝑖 = {
1         𝑖𝑓  𝜉𝑖 ≤ 𝜉 ≤ 𝜉𝑖+1

0               Otherwise
.                     (39) 

 
This approach aims to reduce the residual error in each of the selected subdomains. Thus, Eq. 

(16) is fulfilled within every sub-domain, there by resulting in the transformation of Eq. (38). 
 

∫ w̅𝑖𝑅( 𝜉)
𝑏

𝑎
𝑑𝜉 = ∫ 𝑅( 𝜉)

𝜉𝑖+1

𝜉𝑖
𝑑𝜉 =  0 , for 𝑖 = 1,2, … . 𝑛                  (40) 
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The trial function must satisfy the boundary condition specified in Eq. (17), and will be considered 
as the function defined in Eq. (37). The residual will be denoted by Eq. (38). By substituting the 
residual function, represented as ℛ(Π0, Π1, Π2, Π3, Π4, Π5, 𝜉) into Eq. (40), a set of four equations 
will be derived. Solving this set of equations will allow for the derivation of the coefficients Π2, Π3, Π4 
and Π5. 

It should be noted that the sub-domains can be chosen at will. In many circumstances, dividing 
the complete domain evenly is the best option. However, if a higher resolution in a specific area is 
needed, a non-uniform choice may be preferable. 
 
5.3 Least Square Method 
 

The rationale for the name becomes apparent when the objective of minimizing the sum of 
squared residuals is considered. Put simply, a minimum of 
 

𝒢 = ∫ ℛ( 𝜉)ℛ( 𝜉)
𝑏

𝑎
𝑑𝜉 = ∫ ℛ2( 𝜉)

𝑏

𝑎
𝑑𝜉.                    (41) 

 
To attain the minimal value of this scalar function, it is necessary for the derivatives of the 

function with respect to all the unknown parameters to be equal to zero. That is to say: 
 
𝜕𝒢

𝜕Π𝑖
= 2 ∫ ℛ( 𝜉)

𝑏

𝑎

𝜕ℛ

𝜕Π𝑖
𝑑𝜉 =  0.                      (42) 

 
Upon comparison with Eq. (33), it is evident that the weight functions show the following 

characteristics: 
 

w̅𝑖 = 2
𝜕ℛ

𝜕Π𝑖
,                        (43) 

 
nevertheless, the coefficient of 2 can be omitted as it nullifies within the equation. Hence, the weight 
functions utilized in the Least Squares Method (LSM) correspond to the derivatives of the residual in 
relation to the unknown constants. 
 

w̅𝑖 =
𝜕ℛ

𝜕Π𝑖
 .                        (44) 

 
The trial function must adhere to the boundary condition stated in Eq. (17), so it will be regarded 

as the function described in Eq. (37), and the residual will be represented by Eq. (38). By putting the 
residual function, denoted as ℛ(Π0, Π1, Π2, Π3, Π4, Π5, 𝜉) into Eq. (42), a system of four equations 
will be obtained, solving this system of equations will enable the determination of the coefficients 
Π2, Π3, Π4 and Π5. 
 
5.4 Galerkin Method 
 

This method can be perceived as a variant of the Least Squares Method (LSM). Instead of 
employing the derivative of the residual with regard to the unknown Π𝑖,the derivative of the 
approximation function or trial function is utilized. Weight functions are utilized in this methodology, 
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w̅𝑖 =
𝜕𝒴̃

𝜕Π𝑖
 , 𝑖 = 1,2, … , 𝑛.                      (45) 

 
Firstly, as previously stated, let us consider the trial function denoted as Eq. (29) that fulfills the 

specified boundary condition outlined in Eq. (17). The weight functions can be derived by utilizing Eq. 
(45), it is possible to establish a collection of algebraic equations. Subsequently, the process of solving 
this set of equations yields the coefficients Π2, Π3, Π4, Π5. The approximate solution will be derived 
by substituting them into Eq. (37). 
 
6. Convergence Test 
 

In this section, the convergence of the analytical approximate solutions from the implementation 
of DTM for the nonlinear ordinary differential equations is discussed, and the derivation of the 
convergence condition to test the resulting solutions obtained by this technique, in the form of power 
series have been analysed. To study the convergence of the analytical approximate solutions, we 
presented some relevant theorem as follows: 
 

Theorem [44]: Let 𝒫̃ be an operator from a Hilbert space ℋ0 into ℋ0 and let 𝒲 be an exact solution 

of Equation (16) ,then ∑ 𝒲(k)𝜉k∞
k=0  which is obtained by Eq. (21), converges to the exact solution, 

if there exists 0 ≤ π < 1 such that ‖𝒲𝑘̅+1‖ ≤ π‖𝒲𝑘̅‖ ∀𝑘̅ ∈ N ∪ {0} 
 
Proof: We have 
 

S̃0 = 0 
S̃1 = S̃10

+ 𝒲1 = 𝒲1. 

S̃2 = S̃1 + 𝒲2 = 𝒲1 + 𝒲2. 
⋮ 
S̃n = S̃n−1 + 𝒲n = 𝒲1 + 𝒲2 + ⋯ + 𝒲n. 
 

We will demonstrate that the sequence {S̃n}
𝑛=0

∞
 is a Cauchy sequence in the Hilbert Space ℋ0. 

 
Now for 
 

‖S̃n+1 − S̃n‖ = ‖𝒲n+1‖ ≤ π‖𝒲n‖ ≤ π2‖𝒲n−1‖ + ⋯ ≤ πn‖𝒲0‖  

 
For any natural numbers 𝑛 and 𝑚, 𝑛 ≥ 𝑚 we have, 
 

‖S̃n − S̃m‖ = ‖(S̃n − S̃n−1) + (S̃n−1 − S̃n−2) + ⋯ (S̃m−2 − S̃m+1) + (S̃m+1 − S̃m)‖ ≤ ‖S̃n − S̃n−1‖ 

+‖S̃n−1 − S̃n−2‖ + ⋯ ‖S̃m−2 − 𝑆̃m+1‖ + ‖𝑆̃m+1 − 𝑆̃m‖ ≤ πn‖𝒲0‖ + πn−1‖𝒲0‖ + πn−2‖𝒲0‖ + 

+πn−3‖𝒲0‖ + ⋯ + πm+2‖𝒲0‖ + πm+1‖𝒲0‖ ≤ (πm+1 + πm+2 + ⋯ )‖𝒲0‖ =
πm+1

(1−π)
‖𝒲0‖. 

 

It may be inferred that lim
𝑛,𝑚→∞ 

‖S̃n − S̃m‖ = 0, meaning {𝑆𝑛}𝑛=0
∞  is a Cauchy sequence in the 

Hilbert space ℋ and it converges to S̃ for any S̃ ∈ ℋ. From theorem can be determined the 
convergence of DTM through introduce the convergence condition in the following definition and 
corollary. 
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Definition [44]: For every 𝑗 ∈  N ∪ {0}, πj can be defined as 

 

πj = {

‖𝒲j+1‖

‖𝒲j‖
 ‖𝒲j‖ ≠ 0

0            ‖𝒲j‖ = 0

. 

 
Corollary [33]: If 0 ≤ πj < 1 , j = 1.2, … , then ∑ 𝒲j

∞
k=0  is converges to the exact solution 𝒲.  

 
According to apply the condition of convergence in definition with 𝐿∞-norm to find the 

convergence of the solutions of DTM. Since π0 = 
‖𝒲1‖

‖𝒲0‖
= 0 < 1, π1 = 

‖𝒲2‖

‖𝒲1‖
= 0 < 1, π2 = 

‖𝒲3‖

‖𝒲2‖
=

0 < 1, ….. In a similar manner, πj = 0 for all 𝑗 . All solutions are achieved for the corollary, therefore 

𝒴(𝜉) = ∑ 𝒲(k)ξ𝑘̅∞
k=0  is convergent. 

 
7. Discuss Tabular 
 

The impacts of many physical parameters, such as the Reynolds number 𝑅𝑒, Casson fluid 
parameter 𝛾, Hartmann number 𝐻𝒶, open-angles 𝜀, and stretching shrinking parameter 𝜒̅ on velocity 
profile 𝒴(𝜉) are the objective of our study by applying the differential transform method and the 
optimal differential transform method to get an analytical solution of magneto-hydrodynamic Jeffery 
Hamel flow of Casson fluid problem. A comparison is made between the outcomes achieved using 
the optimal differential transform method for divergent and convergent channels and the outcomes 
acquired through the differential transform method can be display in the following tables. Table 2 to 
Table 4 given a comparison of the findings of DTM, CDTM, SDTM, LSDTM, and GDTM with the 
numerical solution by the BVP4c, this demonstrates a strong concurrence between DTM and ODTMs 
finding and the existing numerical solution. 
 

Table 2 
Comparison between BVP4c, DTM, CDTM, SDTM, LSDTM and GDTM for 𝑅𝑒 = 5 , 𝐻 = 100, 𝛾 = 0.2 , χ̅ =

0.1 and ε = 3° 
𝝃 BVP4 DTM CDTM SDTM LDTM GDTM 

0.0 1.0000000000 1.0000000000 1.0000000000 1.0000000000 1.0000000000 1.0000000000 
0.1 0.9909727360 0.9909727361 0.9909727360 0.9909727360 0.9909727360 0.9909727360 
0.2 0.9638956138 0.9638956141 0.9638956139 0.9638956139 0.9638956139 0.9638956139 
0.3 0.9187822147 0.9187822154 0.9187822148 0.9187822147 0.9187822148 0.9187822147 
0.4 0.8556537472 0.8556537483 0.8556537473 0.8556537472 0.8556537473 0.8556537472 
0.5 0.7745369116 0.7745369134 0.7745369116 0.7745369116 0.7745369116 0.7745369116 
0.6 0.6754609174 0.6754609199 0.6754609174 0.6754609174 0.6754609174 0.6754609174 
0.7 0.5584536616 0.5584536650 0.5584536616 0.5584536616 0.5584536616 0.5584536616 
0.8 0.4235370716 0.4235370757 0.4235370717 0.4235370717 0.4235370717 0.4235370717 
0.9 0.2707216188 0.2707216226 0.2707216188 0.2707216188 0.2707216188 0.2707216188 
1.0 0.1000000000 0.10000000000 0.1000000000 0.1000000000 0.1000000000 0.1000000000 
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Table 3 
Comparison between BVP4c, DTM, CDTM, SDTM, LSDTM and GDTM for 𝑅𝑒 = 5 , 𝐻 = 100, 𝛾 = 0.2 , χ̅ =

0.1 and ε = 3° 
𝝃 BVP4 DTM CDTM SDTM LDTM GDTM 

0.0 1.0000000000 1.0000000000 1.0000000000 1.0000000000 1.0000000000 1.0000000000 
0.1 0.9920710131 0.9920710130 0.9920710131 0.9920710131 0.9920710131 0.9920710131 
0.2 0.9682743201 0.9682743196 0.9682743201 0.9682743201 0.9682743201 0.9682743201 
0.3 0.9285810717 0.9285810705 0.9285810718 0.9285810718 0.9285810717 0.9285810717 
0.4 0.8729443465 0.8729443443 0.8729443465 0.8729443466 0.8729443465 0.8729443464 
0.5 0.8013009006 0.8013008972 0.8013009007 0.8013009007 0.8013009006 0.8013009005 
0.6 0.7135736356 0.7135736307 0.7135736357 0.7135736358 0.7135736357 0.7135736356 
0.7 0.6096747993  0.6096747929 0.6096747994 0.6096747995 0.6096747994 0.6096747993 
0.8 0.4895099396 0.4895099317 0.4895099396 0.4895099398 0.4895099396 0.4895099395 
0.9 0.3529826316 0.3529826242 0.3529826318 0.3529826319 0.3529826317 0.3529826316 
1.0 0.2000000000 0.2000000000 0.2000000000 0.2000000000 0.2000000000 0.2000000000 

 
Table 4 
Comparison between BVP4c, DTM, CDTM, SDTM, LSDTM and GDTM for 𝑅𝑒 = 5 , 𝐻 = 100, 𝛾 = 0.2 , χ̅ =

0.1 and ε = 3° 
𝝃 BVP4 DTM CDTM SDTM LDTM GDTM 

0.0 1.0000000000 1.0000000000 1.0000000000 1.0000000000 1.0000000000 1.0000000000 
0.1 0.9889739061 0.9889739062 0.9889739061 0.9889739061 0.9889739061 0.9889739061 
0.2 0.9559006661 0.9559006665 0.9559006662 0.9559006662 0.9559006662 0.9559006662 
0.3 0.9007948160 0.9007948168 0.9007948160 0.9007948160 0.9007948160 0.9007948161 
0.4 0.8236786197 0.8236786211 0.8236786197 0.8236786197 0.8236786197 0.8236786198 
0.5 0.7245791309 0.7245791331 0.7245791309 0.7245791309 0.7245791309 0.7245791310 
0.6 0.6035240883 0.6035240915 0.6035240883 0.6035240883 0.6035240883 0.6035240883 
0.7 0.4605366510 0.4605366552 0.4605366510 0.4605366509 0.4605366510 0.4605366510 
0.8 0.2956289802 0.2956289853 0.2956289802 0.2956289801 0.2956289802 0.2956289802 
0.9 0.1087946669 0.1087946715 0.1087946669 0.1087946668 0.1087946669 0.1087946669 
1.0 -0.1000000000 -0.1000000000 -0.1000000000 -0.1000000000 -0.1000000000 -0.1000000000 

 
Also, the error of percentage was derived in Table 5 to Table 7. From these tables it can be seen 

that CDTM, SDTM, LSDTM, and GDTM have higher accuracy than DTM. 
 

Table 5 
Comparison between the error of BVP4c, DTM, CDTM, SDTM, LSDTM and GDTM for 𝑅𝑒 = 10 , 𝐻𝒶 =

500, 𝛾 = 0.4 , χ̅ = −0.1 and ε = 1°
 

𝝃 DTM CDTM SDTM LDTM GDTM 

0.0 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 
0.1 2.02× 10−10 0.000000000 0.000000000 1.01× 10−10 1.01× 10−10 
0.2 7.32× 10−10 0.000000000 0.000000000 1.04× 10−10 1.04× 10−10 
0.3 1.77× 10−9 0.000000000 0.000000000 1.11× 10−10 2.22× 10−10 
0.4 3.27× 10−9 0.000000000 0.000000000 1.21× 10−10 1.21× 10−10 
0.5 5.93× 10−9 0.000000000 0.000000000 1.38× 10−10 2.76× 10−10 
0.6 1.01× 10−8 0.000000000 1.65× 10−10 0.000000000 1.65 × 10−10 
0.7 1.73× 10−8 0.000000000 2.17× 10−10 0.000000000 2.17× 10−10 
0.8 3.21× 10−8 3.38× 10−10 6.76× 10−10 0.000000000 0.000000000 
0.9 8.09× 10−8 9.19× 10−10 1.83× 10−10 0.000000000 0.000000000 
1.0 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 
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Table 6 
Comparison between the error of BVP4c, DTM, CDTM, SDTM, LSDTM and GDTM for 𝑅𝑒 =

20 , 𝐻 = 300, 𝛾 = 0.1 , χ̅ = 0 and ε = −2° 
𝝃 DTM CDTM SDTM LDTM GDTM 

0.0 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 
0.1 5.04× 10−10 0.000000000 0.000000000 0.000000000 2.08× 10−10 
0.2 2.39× 10−9 0.000000000 1.04× 10−10 2.08× 10−10 4.39× 10−10 
0.3 5.70× 10−9 0.000000000 1.09× 10−10 4.39× 10−10 4.75× 10−10 
0.4 1.09× 10−8 1.18× 10−10 2.37× 10−10 3.56× 10−10 5.31× 10−10 
0.5 1.91 × 10−8 1.32× 10−10 3.98× 10−10 1.32× 10−10 4.67× 10−10 
0.6 3.20× 10−8 0.000000000 6.22× 10−10 0.000000000 5.85× 10−10 
0.7 5.36× 10−8 0.000000000 1.17× 10−9 0.000000000 8.28× 10−10 
0.8 9.11× 10−8 2.76× 10−10 2.48× 10−9 0.000000000 5.22× 10−10 
0.9 1.5× 10−7 1.56× 10−10 4.70× 10−9 5.22× 10−10 2.08× 10−10 
1.0 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 

 
Table 7 
Comparison between the error of BVP4c, DTM, CDTM, SDTM, LSDTM and GDTM for 𝑅𝑒 =

10 , 𝐻 = 200, 𝛾 = 0.2 , χ̅ = 0.1 and ε = 3° 
𝝃 DTM CDTM SDTM LDTM GDTM 

0.0 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 
0.1 4.03× 10−10 0.000000000 0.000000000 0.000000000 0.000000000 
0.2 1.97× 10−9 0.000000000 0.000000000 1.03× 10−10 2.07× 10−10 
0.3 4.57× 10−9 0.000000000 1.08× 10−10 1.08× 10−10 2.17× 10−10 
0.4 8.88× 10−9 0.000000000 1.16× 10−10 2.33× 10−10 3.50× 10−10 
0.5 1.52× 10−8 0.000000000 1.29× 10−10 1.29× 10−10 3.87× 10−10 
0.6 2.48× 10−8 1.48× 10−10 4.44× 10−10 1.48× 10−10 2.96× 10−10 
0.7 4.03× 10−8 0.000000000 5.37× 10−10 0.000000000 3.58× 10−10 
0.8 6.33× 10−8 2.36× 10−10 1.41× 10−10 0.000000000 2.36× 10−10 
0.9 9.01× 10−8 7.39× 10−10 2.21× 10−10 0.000000000 0.000000000 
1.0 0.000000000 0.000000000 0.000000000 0.000000000 0.000000000 

 

In Table 8 to Table 10 evaluated the solutions of 
𝑑2𝒴(0)

𝑑𝜉2  acquired through DTM, CDTM, SDTM, 

LSDTM, and GDTM, and compare them with the numerical solution obtained using BVP4c. Theses 
tables displayed that the outcomes of the collocation differential transform method (CDTM), the sub-
domain differential transform method (SDTM), the least squares differential transform method 
(LSDTM), and the Galerkin differential transform method (GDTM) are more convergent to the 
numerical solution from the results of differential transform method (DTM). 
 

Table 8 

The convergent of 
𝒅𝟐𝓨(𝟎)

𝒅𝝃𝟐  between BVP4c, DTM, CDTM, SDTM, LDTM, and GDTM 

𝛄 BVP4c DTM CDTM SDTM LDTM GDTM 

𝟎. 𝟏 -1.60347128 -1.60347193 -1.60347193 -1.60347193 -1.60347193 -1.60347193 
𝟎. 𝟐 -1.60515038 -1.60515037 -1.60515038 -1.60515038 -1.60515038 -1.60515038 
𝟎. 𝟑 -1.60657170 -1.60657169 -1.60657170 -1.60657170 -1.60657170 -1.60657170 
𝟎. 𝟒 -1.60779076 -1.60779072 -1.60779076 -1.60779076 -1.60779076 -1.60779076 
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Table 9 

The convergent of 
𝒅𝟐𝓨(𝟎)

𝒅𝝃𝟐  between BVP4c, DTM, CDTM, SDTM, LDTM, and GDTM 

𝑯 BVP4c DTM CDTM SDTM LDTM GDTM 

𝟎. 𝟎𝟎 -1.81450763 -1.81450758 -1.81450763 -1.81450763 -1.81450763 -1.81450763 
𝟒𝟎𝟎 -1.80841163 -1.80841160 -1.808411638 -1.80841163 -1.80841163 -1.80841163 
𝟓𝟎𝟎 -1.80689147 -1.80689144 -1.80689147 -1.80689147 -1.80689147 -1.80689147 
𝟔𝟎𝟎 -1.80537284 -1.80537282 -1.80537284 -1.80537284 -1.80537284 -1.80537284 

 
Table 10 

The convergent of 
𝒅𝟐𝓨(𝟎)

𝒅𝝃𝟐  between BVP4c, DTM, CDTM, SDTM, LDTM, and GDTM 

𝝌̅ BVP4c DTM CDTM SDTM LDTM GDTM 

−𝟎. 𝟐 -2.40851794 -2.40851786 -2.40851794 -2.4085179 -2.40851794 -2.40851794 
𝟎. 𝟎 -2.00787701 -2.00787697 -2.00787701 -2.0078770 -2.00787701 -2.00787701 
𝟎. 𝟐 -1.60692524 -1.60692521 -1.60692524 -1.6069252 -1.60692524 -1.60692524 
𝟎. 𝟒 -1.20566213 -1.20566212 -1.20566213 -1.2056621 -1.20566213 -1.20566213 

 
Table 11 shows the observed convergence of values Π exhibits uniformity in decimal places and 

stays invariant when the iterative approaches are extended. 
 

Table 11 
The convergence of values Π 

 
8. Discuss Graphics 
 
(i) Graphics show the effect of Reynolds number 𝑅𝑒 on the velocity 𝒴(𝜉) 
 

The impact of the Reynolds number 𝑅𝑒 on the velocity profile 𝒴(𝜉) is seen in Figure 3 to Figure 
6. The presented figures illustrate a positive correlation between the Reynolds number 𝑅𝑒 and the 
reduction in fluid velocity in divergent channels undergoing stretching- shrinking. However, it is 
worth noting that there exists a contrasting pattern in stretching-shrinking convergent channels, 
where the velocity profile shows an increase as the Reynolds number increases. 
 

Approximate 
Order 

𝑹𝒆 = 𝟏𝟎 ,𝜸 = 𝟎 . 𝟑 , 𝑯𝒂 = 𝟏𝟎𝟎 and 𝛘̅ =
𝟎. 𝟑 

𝑹𝒆 = 𝟏𝟎 ,𝜸 = 𝟎 . 𝟏 , 𝑯𝒂 = 𝟏𝟎𝟎 and 𝛘̅ = 𝟎. 𝟏 

𝜀 = 1° 𝜀 = −1° 𝜀 = 3° 𝜀 = −3° 
Order10 −0.9045167866 −0.8946440778 −0.9048159700 −0.8931344988 
Order11 −0.9045167866 −0.8946440778 −0.9048159700 −0.8931344988 
Order12 −0.9045176974 −0.8946440778 −0.9048159840 −0.8931344813 
Order13 −0.9045176974 −0.8946440778 −0.9048159840 −0.8931344813 
Order14 −0.904516 7866 −0.8946440684 −0.9048159829 −0.8931344821 
Order15 −0.9045167866 −0.8946440684 −0.9048159829 −0.8931344821 
Order16 −0.9045167859 −0.8946440684 −0.9048159828 −0.8931344821 
Order17 −0.9045167859 −0.8946440684 −0.9048159828 −0.8931344821 
Order18 −0.9045167859 −0.8946440684 −0.9048159828 −0.8931344821 
Order19 −0.9045167859 −0.8946440684 −0.9048159828 −0.8931344821 
Order20 −0.9045167859 −0.8946440684 −0.9048159828 −0.8931344821 
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Fig. 3. Influence of variation of 𝑅𝑒, on the 
velocity 𝒴(𝜉) when 𝛾 = 0.5 , 𝐻𝑎 = 100 , χ̅ = 0.8 

and 𝜀 = 5° 

 Fig. 4. Influence of variation of 𝑅𝑒, on the 
velocity 𝒴(𝜉) when 𝛾 = 0.5 , 𝐻𝑎 = 100 , χ̅ =

0.8 and 𝜀 = −5° 

 

 

 

 
Fig. 5. Influence of variation of 𝑅𝑒,on the velocity 
𝒴(𝜉) when 𝛾 = 0.5 , 𝐻𝑎 = 100 , χ̅ = −0.8 and 

𝜀 = 5° 

 Fig. 6. Influence of variation of 𝑅𝑒,on the 
velocity 𝒴(𝜉) when 𝛾 = 0.5 , 𝐻𝑎 = 100 , χ̅ =

−0.8 and 𝜀 = −5° 

 
(ii) Graphics show the effect of the angle 𝜀 on the velocity 𝒴(𝜉) 
 

Figure 7 to Figure 10 illustrate the relationship between the opening angle and the fluid velocity 
in divergent convergent channels that undergo stretching and shrinking. Based on the presented 
figures, it can be shown that the velocity profile exhibits a declining trend as a function of angle in 
the context of a stretching-shrinking divergent channel. Furthermore, the velocity profile exhibits an 
increase as the absolute values of the opening angle grow. 
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Fig. 7. Influence of variation of 𝜀 on the velocity 
𝒴(𝜉) when 𝛾 = 0.5 , 𝐻𝑎 = 100 , χ̅ = 0.8 and 
𝑅𝑒 = 100 

 Fig. 8. Influence of variation of 𝜀 on the velocity 
𝒴(𝜉) when 𝛾 = 0.5 , 𝐻𝑎 = 100 , χ̅ = 0.8 and 
𝑅𝑒 = 100 

 

 

 

 
Fig. 9. Influence of variation of 𝜀,on the velocity 
𝒴(𝜉) when 𝛾 = 0.5 , 𝐻𝑎 = 100 , χ̅ = −0.8 and 
𝑅𝑒 = 100 

 Fig. 10. Influence of variation of 𝜀,on the 
velocity 𝒴(𝜉) when 𝛾 = 0.5 , 𝐻𝑎 = 40 , χ̅ =
−0.8 and 𝑅𝑒 = 100 

 
(iii) Graphics show the effect of Casson fluid parameter 𝛾 on the velocity 𝒴(𝜉) 
 

Figure 11 to Figure 14 depict the impact of the Casson fluid parameter on the fluid velocity profiles 
inside the divergent and convergent channels, correspondingly. In the context of the diverging 
channel, it is seen that a rise in the Casson fluid parameter leads to a notable drop in the velocity 
profiles. In contrast, it can be shown from Figures that an increase in the Casson fluid parameter leads 
to a reduction in the velocity of fluid flow. It is anticipated that an augmentation in the Casson fluid 
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parameter is used to diminish the stress, which in turn augments the dynamic viscosity, thus 
generating a hindrance in the flow of the fluid. 
 

 

 

 
Fig. 11. Influence of variation of 𝛾,on the 
velocity 𝒴(𝜉) when 𝑅𝑒 = 100 , 𝐻𝑎 = 100 , χ̅ =

0.8 and 𝜀 = 5° 

 Fig. 12. Influence of variation of 𝛾,on the 
velocity 𝒴(𝜉) when 𝑅𝑒 = 100 , 𝐻𝑎 =

100 , χ̅ = 0.8 and 𝜀 = −5° 

 

 

 

 
Fig. 13. Influence of variation of 𝛾,on the velocity 
𝒴(𝜉) when 𝑅𝑒 = 100 , 𝐻𝑎 = 100 , χ̅ = −0.8 

and 𝜀 = 5° 

 Fig. 14. Influence of variation of 𝛾,on the velocity 
𝒴(𝜉) when 𝑅𝑒 = 100 , 𝐻𝑎 = 100 , χ̅ = −0.8 and 

𝜀 = −5° 

 
(iv) Graphics show the effect of stretching-shrinking parameter 𝜒̅ on the velocity 𝒴(𝜉) 
 

The presented Figure 15 to Figure 18 depict the impact of stretching-shrinking parameters on the 
velocity profiles within divergent-convergent channels. The analysis of these figures reveals that the 
velocity profiles exhibit an increase with the augmentation of the stretching parameter in stretching 
channels. Conversely, in the case of shrinking channels, the velocity profiles experience a decrease 
due to the amplification of the absolute value of shrinking. 
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Fig. 15. Influence of variation of χ̅ on the velocity 
𝒴(𝜉) when 𝛾 = 0.5 , 𝐻𝑎 = 100 , 𝑅𝑒 = 100 and 

𝜀 = 5° 

 Fig. 16. Influence of variation of χ̅ on the velocity 
𝒴(𝜉) when 𝛾 = 0.5 , 𝐻𝑎 = 100 , 𝑅𝑒 = 100 and 

𝜀 = −5° 
 

 

 

 
Fig. 17. Influence of variation of χ̅ on the velocity 
𝒴(𝜉) when 𝛾 = 0.5 , 𝐻𝑎 = 100 , 𝑅𝑒 = 100 and 

𝜀 = 5° 

 Fig. 18. Influence of variation of χ̅ on the velocity 
𝒴(𝜉) when 𝛾 = 0.5 , 𝐻𝑎 = 100 , 𝑅𝑒 = 100 and 

𝜀 = −5° 
 
(v) Graphics show the effect of the Hartmann number 𝐻𝑎 on the velocity 𝒴(𝜉) 
 

Figure 19 to Figure 22 depicts the impact on the Hartmann number 𝐻𝑎 of a velocity profile 𝒴(𝜉) 
within diverging-converging channels. The Hartmann number exhibits a notable correlation with the 
velocity profiles, as it grows in conjunction with the diverging and converging channel. 
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Fig. 19. Influence of variation of 𝐻𝑎 on the 
velocity 𝒴(𝜉) when 𝛾 = 0.5 , χ̅ = 0.8 , 𝑅𝑒 = 100 

and 𝜀 = 5° 

 Fig. 20. Influence of variation of 𝐻𝑎 on the 
velocity 𝒴(𝜉) when 𝛾 = 0.5 , χ̅ = 0.8 , 𝑅𝑒 =

100 and 𝜀 = −5° 
 

 

 

 
Fig. 21. Influence of variation of 𝐻𝑎 on the 
velocity 𝒴(𝜉) when 𝛾 = 0.5 , χ̅ = −0.8 , 𝑅𝑒 =

100 and 𝜀 = 5° 

 Fig. 22. Influence of variation of 𝐻𝑎 on the 
velocity 𝒴(𝜉) when 𝛾 = 0.5 , χ̅ =

−0.8 , 𝑅𝑒 = 100 and 𝜀 = −5° 

 
9. Conclusions 
 

In this paper, the Jeffery-Hamel flow of non-Newtonian Casson fluid is introduced and afterwards 
addressed by the use of the Optimal differential transform method for analysing when the rise of 
physical parameters. The velocity behaviour in the expanding channel exhibited an opposing trend 
compared to that seen in the shrinking channel. The current study demonstrates a favourable 
agreement between the obtained findings of fixed values for the initial condition for various of the 
Casson fluid parameter, the Hartmann number and stretching-shrinking parameter. The comparison 
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demonstrates that the proportion of errors related with the Optimal differential transform method 
is much lower than that related to differential transform method. Based on our analysis, it can be 
inferred that the Optimal differential transform method exhibits more accuracy compared to the 
differential transform method. Consequently, the Optimal differential transform method may be 
considered a viable and efficient approximation semi-analytical technique for resolving the nonlinear 
equation governing the MHD Jeffery-Hamel flow of non-Newtonian Casson fluid. The observed 
nonlinearity in the velocity increase might likely be attributed to an increase in drag force exerted on 
the surface when the stretching parameter reaches higher levels. The important conclusions can be 
summed 

 
(i) In diverging channel: There are two cases that can be explained  in the case of  stretching when 

the velocity reduces with the increase of the Reynolds number, the open angle, and the 
Casson fluid parameter, but there is a difference in the effect of the Hartmann number which 
is the opposite. In the case of shrinking, the velocity increases with increasing Reynolds 
number and Hartmann number but the effect of open angle and Casson fluid parameter is 
opposite. 

(ii) In converging channel: The influence of the Reynolds number, the Casson fluid parameter and 
the Hartmann number in the cases of stretching and shrinking is similar, mean that the 
velocity profile increment with increasing these parameters. In addition, there is a difference 
in the behaviour of the open angle in both cases.  
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