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Accurate prediction of power demand and generation is crucial for modern energy 
systems to efficiently allocate resources and facilitate energy trading. The integration of 
artificial intelligence (AI) and machine learning techniques has significantly improved the 
precision of power forecasting. This study focuses on the application of Artificial Neural 
Networks (ANN) for forecasting power generation in the Eastern Coast region of Malaysia, 
with a specific emphasis on solar power. The research methodology involves collecting 
and analyzing historical power data, weather data, and relevant variables. ANN models 
are trained, validated, and tested on a selected power grid to assess their accuracy and 
predictive capabilities. The expected outcomes aim to include the development of a 
precise power generation forecasting model, providing valuable insights for decision-
makers to optimize energy operations and seamlessly integrate renewable sources. 
Additionally, the study explores potential challenges, limitations, and best practices 
associated with ANN-based power forecasting. The dataset covers the period from 2020 
to 2023, with variables such as average output power, ambient temperature, PV module 
temperature, global horizontal irradiance, and wind speed recorded at 30-minute 
intervals. The architecture of the ANN model, implemented using the Keras framework, 
is described as a Sequential model with layers utilizing the 'ReLU' activation function. 
Model evaluation employs metrics like root mean square error (RMSE), mean square 
error (MSE), and mean absolute error (MAE) on the test set, offering insights into the 
model's overall fit, average deviation, and sensitivity to outliers. Results reveal strong 
correlations between PV module temperature, irradiance, and AC power generated. 
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1. Introduction 
 

The efficient and reliable forecasting of power demand and generation has become increasingly 
crucial in modern energy systems. Renewable energy has significant challenge is the limited 
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predictability of these factors in the near future, and the power output is contingent on atmospheric 
parameters [1]. These improvements in accurate power forecasting give advantages for electrical 
energy companies to have a better sight regarding resource allocation and energy trading. It assists 
in optimizing the functioning of alternative energy sources to supplement the sporadic characteristics 
of solar energy [2]. Over the past few years, the rapid development of artificial intelligence (AI) and 
machine learning techniques has revolutionized power forecasting by providing more accurate and 
adaptive prediction models. Solar power forecasting enables better management and utilization of 
renewable energy resources. It helps optimize the operation of other energy sources to complement 
the intermittent nature of solar energy [2]. While solar energy is environmentally friendly, its 
consistency over extended periods is limited [3]. 

This research project focuses on utilizing the use of Artificial Neural Networks (ANN) on long-term 
power forecasting at a large scale solar (LSS) farm in the Eastern Coast region of Malaysia. Artificial 
neural network (ANN) has been viewed as a convenient way to forecast solar radiation intensity and 
power output of PV systems, which can be trained to overcome the limitations of traditional methods 
to solve complex problems, and to solve difficult problems which are hard to model and analyze [4]. 
The “vanilla” feed-forward neural network is a common and simple type of Artificial Neural Network 
(ANN). It has a single hidden layer that connects the input and output layers, and it is widely used for 
tasks like pattern recognition and classification [5]. Application of such technology offers a powerful 
machine learning approach by replicating how the human brain operates, where it is known to 
capture complex patterns processing, integrating, and coordinating the data. By training an ANN 
model on historical power data and incorporating relevant meteorological, temporal, and contextual 
factors, it is possible to develop accurate and robust power forecasting models. The use of AI also 
enables efficient inverter control of photovoltaic (PV) systems [6]. 

The research methodology will involve the collection and analysis of historical data of AC power 
generation and other relevant variables. The models will be trained, validated, and tested on data 
from the large scale solar (LSS) farm to assess their accuracy and predictive capabilities. The 
anticipated outcomes of this research include the development of an accurate power generation 
forecasting model using ANN to assist decision-makers in optimizing energy operations, ensuring 
reliable energy supply, and facilitating the integration of renewable energy sources into the grid. 
Furthermore, this study aims to provide insights into the potential challenges, limitations, and best 
practices associated with ANN-based power forecasting [7]. 
 
2. Methodology 
2.1 Dataset 
 

The purpose of the study is to employ an artificial neural network (ANN) model to forecast the 
electricity generation from ac power generation data. Figure 1 shows the flowchart of the whole 
project, where the project starts with collecting the historical data, constructing the model 
architecture, training the ANN model, testing and deploying the model performance and evaluating 
the evaluation metrices. The data is collected from 50MW solar farm in Eastern Coast region of 
Malaysia. The data contains the 14,544 historical record of the power generation and the variables 
that monitored such as average output power, ambient temperature, PV module temperature, total 
global horizontal irradiance, and wind speed. The data is recorded every five minutes, but the dataset 
used 30 minutes times interval after the data cleaning. The data is recorded from 2020 up until 2023. 
The data will be split into two, train and testing [8]. The model use data from (2-8-2020 to 31-7-2021) 
to perform the training and testing of the performance of ANN. Then, the model will be deployed to 
the data from same dataset ranging from (1-9-2022 to 30-4-2023). 
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Fig. 1. Flowchart of the project 

 
2.2 Model Architecture 
 

The model architecture is constructed using Keras API. The Keras Model API retrieves the trained 
features and target of the selected layer of the model given by the user [9]. The design primarily 
encompasses an input layer, a hidden layer, an output layer, connection weights, biases, an activation 
function, and a summation node [10]. The model architecture is then defined using the Sequential 
model, stacking layers sequentially. Each layer, created with the Dense class, conducts a linear 
transformation on the input data and applies a specified activation function. Each layer consists of 
trainable parameters that are adjusted during the training process to optimize the model's 
performance on a given task. The code snippet exemplifies this by defining a model with input shape 
(2,) and successive layers containing 180, 65, 30, 30, and 1 node, all employing the 'ReLU' activation 
function. 
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2.3 Model Evaluation 
 

The model evaluation is done using the test set. The model predicts the power generation for the 
test set and compares it to the actual power generation. The model evaluation is quantified using 
metrics such as root mean square error (RMSE), mean square error (MSE), and mean absolute error 
(MAE), which reflect how near the predictions are to the actual data. The model evaluation can be 
viewed by using matplotlib to plot the anticipated values against the actual values. It can provide 
how well the model fits the data overall, how much it deviates from the data on average, and how 
sensitive it is to outliers and variations. By assessing the overall model using the metrics of Mean 
Squared Error (MSE), Root Mean Squared Error (RMSE), and Mean Absolute Error (MAE) about the 
genuine values, the accuracy of the model can be determined [11]. The calculation is based on the 
formula given: 
 

𝑅𝑀𝑆𝐸 =  √
1

𝑛
∑ 𝑛𝑖=1 (𝑦𝑖 − 𝑦̂𝑖)2           (1) 

 

𝑀𝑆𝐸 =  
1

𝑛
∑ 𝑛𝑖=1 (𝑦𝑖 − 𝑦̂𝑖)

2            (2) 

 

𝑀𝐴𝐸 =  
1

𝑛
∑ 𝑛𝑖=1 |𝑦𝑖 − 𝑦̂𝑖|            (3) 

 
N is the total number of observations in the test set, 𝑦𝑖 is the actual ac power generation and 𝑦̂𝑖 

is the forecasted ac power generation. 
 

𝑅𝑀𝑆𝐸 % =  
𝑅𝑀𝑆𝐸

max(𝑦)−min (𝑦)
𝑥 100           (4) 

 

𝑀𝑆𝐸 % =  
𝑀𝑆𝐸

(max(𝑦)−min(𝑦))2 𝑥 100           (5) 

 

𝑀𝐴𝐸 % =  
𝑀𝐴𝐸

max(𝑦)−min (𝑦)
𝑥 100           (6) 

 
3. Results and Discussion 
3.1 Features Selection 
 

Figure 2 is a correlation heatmap used to display the strength and direction of the relationships 
between different variables. The variables are AC power, ambient temperature, PV module 
temperature, total global horizontal irradiance, and wind speed. These variables are related to the 
performance of a photovoltaic (PV) for AC power generation. The color indicators show the 
significance and direction of the correlation. The color indicators show the significance of the 
correlation. Blue indicates low correlation, light blue for medium correlation and blue indicates high 
correlation. Based on the findings from the heatmap, the correlation between AC power generation 
and both total global horizontal irradiance and PV module temperature have a strong positive 
relationship. PV module generates the maximum amount of electricity when the incident light is 
orthogonal to the plane of the module. Therefore, based on this analysis of PV modules Pmax has a 
stronger correlation GHI. Besides, the irradiation shining on the panel turns into heat, therefore, 
increasing the temperature of the solar PV panel [12]. This means that as these two variables 
increase, so does the AC power output. 
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From Figure 2, the heatmap shows that the correlation coefficients for PV module temperature 
and total global horizontal irradiance are 0.9 and 0.91 respectively, which are very close to 1. This 
indicates that these two features have a high correlation with the target variable, which is the 
average output power of the PV system. The temperature of the PV module is a crucial factor that 
strongly affects the behavior of a photovoltaic (PV) system. It has a significant impact on the system's 
efficiency and the amount of energy it produces [13]. The irradiance element which mainly 
contributes to solar concentration, which has a direct relationship with solar power generation, is of 
especially important in the context of power generation [14]. Figure 2 also shows the wind speed 
correlation with AC power generation, it produces value of 0.43 which indicates a positive 
relationship, but it's not extremely strong. The relationship of wind speed and AC power generation 
is low is when the wind speed increases, it causes the surface temperature of PV modules to 
decrease, ultimately resulting in an increase in power generation [15]. This finding also shows a 
positive correlation of ambient temperature with AC power generation with value of 0.68. as the 
most suitable temperature for effective electricity generation in solar PV panels is 25 °C [16]. 
Therefore, the selection of optimal correlation features of total global horizontal irradiance and PV 
module temperature are used as features to be use for the model forecasting. 
 

 
Fig. 2. Heatmap correlation for AC power generated 

 
3.2 Model Performance 
 

Figure 3 shows the graphs forecasted and actual values of AC power generated for a week from 
Monday to Sunday (Day 45- 51). The x-axis represents the time in hours, and the y-axis represents 
the power in watts (w). The AC power generation gradually increased at 9.00am. The blue line 
indicates the actual data, and the red line indicates the forecasted data. For weekday, except 
Wednesday and Thursday, there are small difference between the actual and forecasted data while 
Wednesday and Thursday have bigger difference when the data is change drastically. This can be 
seen on Wednesday at 16:00pm indicates flat forecasted data instead of following the increase in 
actual the increase and decrease of the power generation are mainly influenced by the solar 
irradiance total global horizontal irradiance. 
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Fig. 3. Plot of forecast and actual data of the model 
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Table 1 shows the average values of RMSE, MSE, MAE, and R2 for the forecasting model. These 
metrics measure the accuracy and error of the model by comparing the predicted power generation 
values with the actual power generation values. The RMSE (Root Mean Square Error) calculates the 
difference between each predicted data point and its corresponding actual data point, squares these 
errors, computes the average of the squared errors, and ultimately takes the square root of the result 
[17]. The lower the values, the better the model performance. The average RMSE for the model is 
8.513% indicates the average percentage difference between your model's predictions and the actual 
values, the average MSE for the model is 0.829%, and the average MAE represents the average 
absolute difference between predictions and actual values for the model is 5.631% as shown in Table 
1. 
 

Table 1 
Evaluation Metrics Table for Model 
Evaluation metrics Percentages 

RMSE 8.513% 
MAE 0.829% 
MSE 5.631% 
R2 0.891 

 
3.3 Model Deployment 
 

To deploy the artificial neural network (ANN) model, we need two features: the temperature of 
the photovoltaic (PV) module and the total global horizontal irradiance (GHI) on the surface of the 
module. These features are used to predict the alternating current (AC) power generation of the PV 
system. Figure 4 shows the graphs of forecasted and actual lines when we deploy the model to a new 
dataset from Monday to Sunday. Based on the shapes of the graphs, they show that the forecasted 
data have significant differences from the actual data. The differences between the forecasted and 
actual data vary across different days and times. For instance, on Monday and Tuesday the 
differences are relatively small and consistent throughout the day. On Thursday, Friday Saturday and 
Sunday, the differences are larger difference, especially around midday. On Saturday, the differences 
are smaller than on weekdays, but still noticeable. On Sunday, the differences are very large after 
midday, when the actual data drops sharply while the forecasted data remains high. 
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Fig. 4. Plot of forecast and actual data for model deployment 
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The objective of this research is to create an accurate model for forecasting AC power generation 
of a large-scale solar (LSS) farm in Malaysia's eastern coast region. A performance matrix analysis, 
comprising root mean squared error, mean squared error, and mean absolute error, was carried out. 
The study also investigates the possible effects short information on PV power prediction [18]. 
Furthermore, the solar farm required major maintenance and repair between 2021 and 2022, which 
resulted in a shortage of data. The data was insufficient long to capture seasonality and cycles, and 
key patterns and correlations were not collected during training to be transferred into the test 
dataset. By deploying ANN to the LSS forecasting method, it will not only have simple architecture 
but high accuracy. Despite the small inaccuracies in the model, ANN have big potential to contribute 
of forecasting AC power generation from the solar farm [19]. The model’s performance has 
implications and limitations for the application of ANN to PV power forecasting. The model 
demonstrates that ANN can achieve high accuracy in predicting the AC power generation of a PV 
system with slightly error using only two input variables. On the other hand, the model also shows 
that ANN may not be able to capture the variability and uncertainty of the PV power generation, 
especially when applied to new and unseen data [20]. 

The model deployment indicates the true performance of the model. The model will forecast new 
historical dataset to evaluate the performance of the model. Based on the findings, the model’s 
RMSE, MSE, MAE and R2 are evaluated based on the performance of model training and testing with 
the actual deployment of the model. The average RMSE for the model is 10.955%, the average MSE 
for the model is 1.200%, the average MAE for the model is 6.805% and R2 is 0.840 as shown in Table 
2. 
 

Table 2 
Evaluation Metrics Table for Model Deployments 
Evaluation metrics Percentages 

RMSE 10.955% 
MAE 1.200% 
MSE 6.805% 
R2 0.840 

 
Table 3 indicates the difference in RMSE, MAE and MSE value for fundamental model and after 

model deployment. As shown in the table, the value of RMSE for model deployment is 10.95% which 
is slightly higher than the training model which is 8.513%. The value of MAE in model deployment is 
1.200% higher compared training model 0.829%. The MSE of the model deployment is 6.805% which 
is also higher than training model with value of 5.631%. The R2 decrease from 0.891 to 0.840. Based 
on the comparison, we can conclude the errors for each metrics is slightly increase including the 
changes in R2. 
 

Table 3 
Evaluation Metrics Table for Model Deployments 
Evaluation Metrics Training Model  Model Deployment 

RMSE 8.513% 10.955% 
MAE 0.829% 1.200% 
MSE 5.631% 6.805% 
R2 0.891 0.840 
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4. Conclusion and Recommendation 
 

In this study, an artificial neural network (ANN) model is developed to forecast the alternating 
current (AC) power generation of a photovoltaic (PV) system. The model uses two input variables: 
temperature of the PV module and the total global horizontal irradiance (GHI) on the surface of the 
module. The model performance is evaluated by using three error metrics: root mean squared error 
(RMSE), mean squared error (MSE), and mean absolute error (MAE). We compare the model to the 
actual power output obtained from the PV system. The model is also applied to a new dataset to 
assess its ability to generalize to unseen data. The study shows that our ANN model can achieve high 
accuracy in predicting the AC power generation of a PV system, using only two input variables. 

To improve the accuracy of our forecasting model, we recommend paying close attention to fine-
tuning. This involves carefully adjusting the model's settings, such as learning rates, layer structures, 
and activation functions. By experimenting and finding the right balance, we can make the model 
more attuned to the unique patterns in our data. Regular fine-tuning sessions will help us zero in on 
the most effective configuration, narrowing the gap between our predicted and actual data. 
Expanding and enhancing the dataset with additional relevant information is a key step in boosting 
the model's predictive abilities [21]. Additionally, the ANN model can be deployed to the actual 
forecast to predict. Other than that, to improve or validate the model, we could use more input 
variables, such as weather data, solar angle, or module efficiency, to capture the complexity and 
dynamics of the PV power generation. We could also use cross-validation, regularization, or 
ensemble methods to reduce the overfitting and increase the generalization of the model. We could 
also compare the model with other forecasting methods, such as linear regression, support vector 
machines, or random forests, to evaluate its relative performance and suitability [22]. 
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