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Pulse Detonation Engines (PDE) have higher temperature combustion, which results in 
higher Nitrogen Oxides (NOx) emissions. The current study will investigate the formation 
of NOx using the computational fluid dynamics (CFD) method for multi-cycle combustion 
processes. The CFD model is created by varying the boundary conditions for hydrogen 
fuel. According to the CFD simulation, the maximum value of Nitrous oxide produced was 
27000 ppm in the middle of the combustion tube during the first cycle, with a minimum 
range of 0-20 ppm produced at the start and end of both cycles. The computed results of 
a maximum rate of Nitrous Oxide of 100 microseconds are consistent with previous 
literature. In the PDE analytical analysis, hydrogen fuel had the highest Emission Index of 
Nitrous Oxide (EINOx) of 58.64 g/kg of fuel, and methane fuel had the lowest EINOx of 
10.06 g/kg. In CFD analysis at 10 microseconds, RAM-jets produced around 100 g/kg of 
fuel, while PDE produced 50 g/kg of fuel in EINOx. 

Keywords: 

Pulse detonation engine; emission; 
EINOx; CFD; hydrogen fuel 

 
1. Introduction 
 

During a detonation, a few thousand meters per second supersonic combustion wave moves 
about an unburned fuel/air combination. Detonation produces enormous overpressures and is a far 
more intense process than deflagration. Pulse detonation combustion (PDC), one of the early ideas 
in Pressure Gain Combustion (PGC), was first proposed by Zel'dovich and is still being researched as 
an alternate combustion technique for use in aviation and power generation [1]. Many methods are 
used to reduce NOx emissions caused by high pressure and temperature inside the combustion 
chamber [2]. The pulse detonation approach was considered reserved for supersonic aircraft only in 
the 1950s. PDE's contaminants have only been the subject of a few investigations. First, the gas cycles 
used detonations to provide up to 10% more power for thermodynamic efficiency [3,4]. 
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When combustion occurs at extremely high pressure and temperature, it generates a detonation 
wave, which results in NO accumulation. The two-dimensional PDE model with 12-species and 28-
step H2/O2/NOx chemical kinetics produces relatively more NOx [5,6]. The pollutant from a multi-
step chemical reactor is assessed using a post-processing tool [7,8]. 

The principal cause of thermal NOx is the combustion temperature [9]. The combustion 
temperature rises due to increased thermal efficiency, which enhances NOx production [10,11]. As a 
result, the equivalence ratio (lean or rich mixtures) and residence period significantly impact the NOx 
emission parameter [12]. 

The most recent work by Xisto et al., [13] focused on calculating the CO2 and NOx emissions of 
an optimized geared inter-cooled PDC turbofan engine, and it was discovered that detonation in lean 
mixes allowed for a significant decrease in NOx emission. Djordjevic et al., [10] and Hanraths et al., 
[14] investigated the two NOx emission reduction strategies. Both strategies outperform the use of 
lean mixes. They also studied the effect of operating frequency, fill time, sampling duration, and 
probe geometry on NOx production. The findings indicate that gas sampling is a difficult task in 
unstable combustion. Yungster and Breisacher [15] investigated the shortest potential detonation 
tubes. The results show that using lean or rich mixtures reduces NOx production in Jet-A-fueled PDEs. 
Using Euler equations, Yungster et al., [16] examined NOx production in axisymmetric hydrogen-filled 
PDE. NO concentrations are kept to a minimum at specific operating frequencies and fuel-air ratios. 
However, changes in the fuel-air ratio and residence time significantly impact NOx formation [17]. 
The results show that stoichiometric mixtures produce more NOx. 

Schauer et al., [18] investigated the exhaust emissions of a hydrogen-air mixture with a fuel-air 
ratio ranging from 0.7 to 1.3 and an ethylene-air mixture with a fill fraction ranging from 0.2 to 1. 
They discovered NOx concentrations ranging from 2500 ppm to 100 ppm. Carbon monoxide 
emissions ranged from 25,000 ppm to 3000 ppm. 

In aerospace technology, hydrogen fuel remains a potential renewable energy importer [19]. 
Because hydrogen has a lower molecular weight, higher reactivity, and higher specific heat, it 
performs better in PDEs [20,21]. Furthermore, the hydrogen-air mixture transitions more easily from 
deflagration to detonation than most other fuel-air mixtures. These characteristics indicate that a 
hydrogen-air mixture is the most practical material for shock-focusing direction initiation. 

One-dimensional simulations are the most computationally efficient [22,23]. They cannot, 
however, give precise multidimensional flow dynamics or be used to solve PDE problems more 
precisely [24]. Warimani et al., [25] investigated the effect of different hydro-blended fuels on the 
performance of a pulse detonation engine (PDE) analytically and computationally. They discovered 
that hydrogen blended with methane and kerosene fuels suits PDE use. However, hydrogen has the 
highest specific impulse at an equivalence ratio of one [26]. According to the available literature, 
pollutant emission characteristics, particularly NOx, have not received as much attention as other 
areas of PDE during the development of innovative combustion concepts such as PDC. The authors 
have now studied the formation of NOx exhaust emissions in multidimensional PDE and explained 
the combustion kinetics at high pressure and high temperature [27]. As a result, the current study's 
objective, two-dimensional numerical simulations, is performed to analyze the effect of NOx 
emission multi-cycle PDE for hydrogen fuel. 
 
2. Methodology 
2.1 Governing Equation for Multi-Cycle Pulse Detonation Engine 
 

Understanding the intricate reactive flow field within the PDE throughout the entire cycle is 
crucial. Numerous researchers have examined the PDE cycle in one, two, and theoretically [28]. 
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ANSYS Fluent software simulates the multi-cycle PDE tube's numerical models. The unsteady two-
dimensional Reynolds-Averaged Navier-Stokes (URANS) equations are implemented in finite volume 
for the simulation. Due to the flame's supersonic characteristics, the Arrhenius kinetic expressions 
are used to calculate the finite-rate reactions, and a laminar finite-rate model is chosen concurrent 
resolution of the variables allowed for faster solution convergence to the implicit formulation in each 
computing cell [20]. 

Analysis of multi-cycle combustion phenomena in two-dimensional PDE requires the solution of 
the governing equations continuity, momentum, and energy using state equations for independent 
variables [28-30]. By changing the boundary conditions for hydrogen fuel, a model is built. It uses a 
transient Shear Stress Transport (SST) Turbulence Kinetic Energy (K) - turbulent dissipation rate (ε) 
model. 
 
Continuity equation 
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Where ij is the viscous stress tensor 
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Energy equation 
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Turbulence Model 
 

The realizable k-ε turbulence model based on transport equations of turbulent kinetic energy (k) 
and dissipation rate (ε): 
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where Pk and Pb represent the generation of turbulence kinetic energy due to the mean velocity 

gradient and due to buoyancy, respectively, and  and  are the turbulent Prandtl numbers for k 
and ε. 
 
Species transport equation 
 

The transport equation for the mass fraction of thi  species is given by Alam et al., [29]. 
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Here, c is the concentration of chemical species, iu velocity, diffusion coefficient, and S is the 

source term. 
The transport coefficients should be calculated using the gas kinetic theory [30,31]. The binary 

diffusion coefficients are expressed as, 
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and the coefficient of thermal conductivity kth is 
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where, * * *

ij i jT kT  = ,    and  Pri i pik C=                    (11) 

 

ki is the heat conduction coefficient of the ith species,
*

i is the constant of Lennard–Jones potential 

expression, and Pr is the Prandtl number varying from 0.71-0.75. 
 
Chemical Kinetics Model 
 

The turbulent reaction rate in combustion systems can be calculated using the generalized Finite-
rate/Eddy-dissipation formulation. 

Let us consider that the general form of thr reaction can be written as  
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The molar rate of species i can be calculated by the creation and destruction rates of each rth reaction. 
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where, 
 

rA  = Pre-exponential factor 

,i rR


 = Arrhenius molar rate of creation/destruction of species i in reaction r 
' ''

, ,,i r i r   = The stoichiometric coefficient for reactant i in reaction r 
' ''

, ,,j r j e   = Forward and backward rate exponent for each reactant and product species j in reaction r 

r  = Temperature exponent 

rE  = The activation energy for the reaction 

,f rk  = The forward rate constant of reaction r 

,j rC  = The molar concentration of species j in reaction r 

 
2.2 Chemical Reaction Mechanisms on the Pollutant Formation 
 

The prompt NO formation was discovered by Fenimore [17,32]. This mechanism is critical in rich 
conditions. However, its contribution is less than that of the thermal NO formation. The rapid NO 
formation is related to the interaction of atmospheric nitrogen with hydrocarbon radicals in the early 
stage of the flame region, which makes it different from the thermal formation sub-mechanism. In 
this mechanism, the interaction of atomic nitrogen with HC radicals creates amines and cyano 
compounds that are converted to some intermediate compounds and ultimately to NO. The 
formation mechanism of the prompt NO is not as simple as the thermal NO formation mechanism 
due to the presence of a high number of hydrocarbon radicals and different reaction paths. Still, its 
complexity may be reduced by considering HC radicals as the principal radicals interacting with the 
nitrogen and skipping the process that leads to the formation of HC. The following reactions initiate 
the Prompt NO formation mechanism. 
 
CH + N2↔ HCN + N                       (15) 
 
C + N2 ↔ CN + N                       (16) 
 

After this point, the mechanism depends on the value of the equivalence ratio. For equivalence 
ratios less than 1.2, NO formation is based on the following reactions [33]. 
 
HCN + O ↔ NCO + H                      (17) 
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NCO + H ↔ NH + CO                      (18) 
 
NH + H ↔ N+ H2                       (19) 
 
N + OH ↔ NO + H                       (20) 
 

The mechanism is too complex to present richer conditions in a few elementary reactions. 
Implementing the prompt, NO formation in a fuel combustion mechanism requires a set of 
elementary reactions representing a complex interaction between the hydrocarbon and nitrogen 
species. Since these elementary reactions do not show up in a simplified combustion mechanism 
(especially those based on the Pyrolysis process), rapid NO formation should be implemented in a 
simple combustion mechanism. 
 
2.3 Effect of Initial Conditions 
 

Table 1 shows the detonation velocity for all selected fuels and initial conditions. Hydrogen fuel 
requires low ignition energy, and it has high flame speed. Because of these properties, also in small-
size tubes, it can produce a higher velocity value. In our investigation, 12 cm and 20 cm tubes are 
selected for detonation combustion. In a 12 cm tube size, kerosene fuel failed to achieve detonation 
velocity and other thermodynamic properties. This research investigates the requirement for a 
minimum 20 cm tube for kerosene fuel to produce detonation. In the direct initiation method, spark 
size is vital in generating detonation velocity. As shown in Table 1, despite having a high temperature 
of 2500 K and 60 bar, kerosene failed to generate the required velocity because its spark gap was 
lower than the other two kerosene combinations. A minimum spark zone size of 3.5 % (0.035 of 
length) is required to generate the ideal detonation velocity of kerosene. 

On the other hand, hydrogen requires only 0.5 % (0.005 of length) of the length of the spark zone 
to generate detonation velocity. This research shows that hydrogen 30 bar pressure, 2500 K 
temperature, and spark gap of 0.5 % of length produced accurate results compared with NASA CEA 
and available literature. Meanwhile, kerosene 60 bar pressure, 2000 K temperature, and spark gap 
of 3.5 % of Length produced accurate results compared with available literature. 
 

Table 1 
Variation of detonation velocity for selected fuel and variation of initial conditions 
Fuel Pressure (Bar) Temperature K Length (cm) Spark size 

 (cm) 
Detonation 
velocity (m/s) 

Hydrogen 30  2500 12 0.06 2300 
Hydrogen 20  1800  12 0.06 1900 
Hydrogen 30  2500  20  0.1 1950 
Kerosene 60  2500  20  0.32 350 
Kerosene 60  2300  20  0.7 1300 
Kerosene 60  2000  20 0.7 1400 

 
2.4 Computational Domain 
 

The detonating tube size selected for the analysis in the current numerical simulation is 200 mm 
long and 20 mm in diameter, as shown in Figure 1. In two dimensions, the geometry is axisymmetric. 
This geometric size is equivalent to that mentioned by Busing and Pappas [34] and Morris [35]. In 
these calculations, as depicted in Figure 2, a tiny spark region sets off the detonation, where 
extremely high pressure and temperature reasons develop. Pressure, temperature, and spark zone 
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size varied during the simulation's early stages until a detonation wave was produced. Because the 
PDE geometry is symmetrical about the x-axis, this research will only focus on the upper half of the 
geometry. 
 

 
Fig. 1. Model geometry created using ANSYS software 

 

 
Fig. 2. High pressure and temperature patch 

 
2.5 Mesh Generation 
 

Ansys software is used for mesh generation. The detonation tube study was initiated with 40,000 
elements to save computational time. The eliminated error of detonation velocity would decrease as 
the grid size increased once the track-matching results matched those obtained in previous literature 
and NASA CEA [36]. Detonation velocities of 2040 m/s, 2280 m/s, and 2300 m/s are obtained with 
grid elements of 60,000 (mesh 1), 80,000 (mesh 2), and 1,00,000 (mesh 3), respectively. Compared 
to the 80000 elements shown in Table 2, the grid element with the lowest detonation velocity error 
is 0.1 million. As a result, the simulation results presented in this paper for 0.1 million grid elements. 
When mesh one and two are used, the error in detonation velocity is 10.52%. Mesh 3 is thus 
considered to reduce the error percentage. Meshes 2 and 3 have an error percentage of 0.86%, 
significantly lower than the error percentage of mesh 1. Finally, it was agreed that a mesh 3 with 0.1 
million elements was appropriate for numerical simulation. 
 

Table 2 
Detonation velocity analysis concerning previous works 
Detonation velocity 
(m/s) 

Mesh Element 
(Million)  

Error (%) 

2040 0.06 14 
2280 0.08 4.2 
2300 0.1 3.3 
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2.6 Initial and Boundary Conditions of Multi-cycle Analysis 
 

The regional flow conditions govern the boundary conditions of the detonation tube, and multi-
cycle analysis differs from a single cycle, as presented in Table 3 [37]. The head end is portrayed as a 
stiff wall when the valve is closed. Total temperature (Tt1) and pressure (Pt1) during the purging are 
indicated as 358 K and 1.9 bar, respectively. With the air mass fraction set at 0.226, interior point 
extrapolation determines the axial velocity. For a 1.2 Mach number, the beginning condition provided 
is appropriate [38]. 

The same conditions are applied during the filling stage, but the mass fractions of the reactants 
H2 and O2 are stated as 0.028 and 0.226, respectively. It is assumed that all solid walls are adiabatic. 
The filling velocity must be greater than the purge velocity. To avoid pre-ignition, the tube is purged. 
The purging process begins when the head end pressure falls below atmospheric pressure. 
 

Table 3 
Multi-cycle boundary conditions for PDE 
Process Mass fraction Total pressure 

(Bar) 
Total Temperature 
(K) 

H2 O2 H2O N2 Pt Tt 

Filling 0.02852 0.22636 0 0.746 1.9 358 
Initiation 0 0 0.25488 0.746 Wall boundary condition applied. 
Detonation Wall boundary condition applied. 
Purging 0 0.22636 0 0.746 1.9 358 

 
The boundary conditions of the PDE tube are shown in Figure 3. In this 2-D axisymmetric 

simulation, the wall and pressure outlet were the two primary forms of boundary conditions. The 
combustion takes place inside the combustion chamber. The right side of the combustor is viewed as 
open-end using a fixed pressure outlet boundary condition. The top and left sides of the tube are 
thought of as walls. 
 

 
Fig. 3. PDE tube boundary conditions 

 
In this investigation, the direct initiation approach was adopted. For simulation, the spark is 

situated close to the tube's closed end. If there is no detonation in the spark zone, the area, 
temperature, or pressure can be raised until more detonation occurs. The valve opening pattern is 
expected to be stepwise, that is, entirely closed or completely open. Thus, the three time periods 
that regulate the multi-cycle operation are the valve-closed period for detonation initiation and 
propagation, the blowdown of combustion products, and the open valve period for both the purge 
and filling periods. These three times add up to one PDE cycle time. During the close valve period, 
the thrust wall is considered inviscid and adiabatic. As the filling period concludes, the detonation 
tube is filled with a stoichiometric gas mixture, and the valve is instantly closed. 
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2.7 Numerical Methodology 
 

When the equations between state and species are closely linked, a density-based solver for 
simulation is chosen as appropriate. A density-based solver is suitable for compressible and 
supersonic flow simulation. 

This study employed Roe's Flux-Difference Splitting (Roe-FDS) scheme for high Mach number 
flows. This study compares two interpolation methods. They are first-order and second-order upwind, 
respectively. First-order upwind converges quickly, while second-order upwind may converge more 
slowly since it requires larger shapes for second-order precision, which is necessary with tri/tetra 
mesh or when the flow is not aligned with the grid. Conversion could be slower on a mesh or when 
the flow is not aligned with the grid. The conventional initialization technique is applied—the more 
realistic the value chosen, the better (quicker) the convergence. The step size was 10.8 seconds due 
to the short reaction time for detonation. Because of the minor grid size, the Courant-Friedrichs-Lewy 
(CFL) number was reduced to 0.6 [39]. The laminar viscous model is considered. There should be 
enough iterations for the solver to solve the problem. 
 
3. Validation 
 

The key to any effective numerical simulation of detonation caused by a shock wave focusing on 
a combustible mixture is accurately describing the chemical reaction and mechanical behavior of a 
combustible mixture at high temperature and pressure. Before presenting our results, we present 
the validation of current numerical methods by referring to works' temperature and species 
concentration distribution, as shown in Figure 4, and also a 2-dimensional axisymmetric cylinder 
model, as shown in Figure 5 [20]. The numerical simulation validation revealed that with the initial 
conditions for starting a detonation wave at 30 bar and 2500 K. Figure 5 shows that the propagating 
wave has a leading shock wave, an expansion wave area, and a uniform area, which agrees with the 
Chapman and Jouguet (C-J) model [39]. The hydrogen-air mixture reacts quickly behind the shock 
front. The calculated flow agrees well with the theoretical pressure, temperature, and species 
concentration distribution. The chosen chemical reaction model and numerical algorithm were 
deemed acceptable, with only minor differences in pressure, temperature, and species concentration 
distribution compared to previous works and a relative error of less than 13%. 
 

 
Fig. 4. The temperature and species concentration distribution of the detonation wave 
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4. Results and Discussions 
 

Calculations for multiple cycles previous research has shown that single-pulse calculations differ 
significantly from multi-cycle analysis [40]. As a result, numerical simulations were run in this study 
to determine the effects of temperature on emission during multi-cycle operation. Refueling occurs 
when the pressure at the thrust wall drops to or below the surrounding atmospheric pressure. When 
the combustible mixture fills 97% of the tube, the valve closes, triggering a new detonation wave. 

Figure 5 and Figure 6 depict the pressure evolution of the PDE flow field during the first and 
second cycles. In the first cycle, the direct initiation method starts the detonation tube. In the tube, 
a detonation wave takes 5 microseconds to initiate. It reaches the end of the detonation tube after 
90 microseconds, and the lead shock, followed by the combustion products, continues to propagate 
to the atmosphere. All other processes take longer than blowing down. As shown in Figure 6, 
hydrogen takes approximately 75.43% of the time to reach near atmospheric conditions for pressure 
contour, at which point the blowdown is complete. Atmospheric pressure is reached in 550 
microseconds. The tube is then purged to remove any burnt or unwanted products. The tube is 
cleaned during the purging process. Purging is performed for 20 microseconds by filling the tube with 
air. The refueling process starts at 570 microseconds and ends at 620 microseconds. 
 

 
Fig. 5. The pressure evolution of the PDE flow field during the first cycle 
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Fig. 6. Pressure evolution of the PDE flow field during the second cycle 

 
For the duration of the initial cycle, the detonation is started using the direct initiation technique. 

When the pressure inside the tube approached atmospheric pressure, the second cycle began. The 
conditions inside the detonation tube before initiation are not uniform for the second cycle due to 
interactions between shock and expansion waves. This causes the detonation wave of the second 
cycle to propagate into mixes with irregular pressure and temperature distributions. In this study, 
reaching the tube end took less time than in the first cycle. It can be inferred that more cycles may 
be needed to establish a limit cycle behavior. 

As illustrated in Figure 7, the PDE tube is evacuated until the pressure inside the tube reaches 
nearly 1 atm. Most researchers conducted PDE simulations only for initiation and detonation because 
the blowdown process takes a long time, as evidenced by this simulation work. 
 

 
Fig. 7. Blowdown process at the end of the second cycle 

 
Figure 8 depicts the filling of H2 and O2 during the filling process. For hydrogen, the mass fractions 

of H2, O2, and H2O are 0.02852, 0.22636, and 0, respectively. Filling time should always be more 
significant than purging time [41]. The flow field during refueling in Figure 8 shows that the H2O mass 
fraction is almost zero in the tube, but a few exhaust gases remain in the center of the tube. In the 
investigation by Berndt and Klein [20], a small amount of exhaust gas remained in the cone's center 
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after refilling. According to the methodology section, these species mass fractions are computed 
using balancing equations. 
 

 
Fig. 8. Contours of species after filling for the second cycle 

 
Figure 9 depicts the beginning of detonation in a 10-microsecond tube with a temperature of 

3000 K. These temperature contour values are consistent with the findings of Berndt and Klein [20]. 
The temperature decreases as the detonation wave progresses, as shown in Figure 10. The maximum 
temperatures at the end of the first and second cycles are 3500 K and 2700 K, respectively. The 
amount of Emission produced is temperature dependent. As the temperature rises, so does the 
emission of PDE. To reduce emissions, the temperature of the PDE tube must be reduced. It is also 
worth noting that lowering the temperature of the PDE reduces efficiency, so it is necessary to find 
alternative ways to reduce engine emissions while maintaining higher efficiency. 
 

 
Fig. 9. Temperature distribution in the first cycle 
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Fig. 10. Temperature distribution in the second cycle 

 
Figure 11 depicts the time required by various processes during combustion. It is worth noting 

that the blowdown process consumes the most time compared to all other methods. As a result, 
most studies focused solely on single-cycle engine analysis. 
 

 
Fig. 11. Time consumed by various processes of 
detonation 

 
Figure 12 depicts hydrogen's NOx- PPM variation during the first and second cycles. NOx PPM 

values in multi-cycle analysis are similar to those in single-cycle analysis. The exhaust has high 
quantities of nitrogen oxides (NOx) due to dramatically elevated combustion temperatures and 
pressures caused by the detonation wave [42]. The following expression can be used to calculate the 
thermal NO development rate. 
 
 d NO

dt
 ( )  2

k T O N                        (15) 

 
where k is the reaction rate constant and varies exponentially with temperature, this is the primary 
regulating source of NO production in fuel-lean or rich scenarios. Temperature and the techniques 
utilized influence thermal emission characteristics. Because the temperature in the PDE tube was low 
at the start of the first cycle and at the end of the second cycle, it produced a modest amount of NOx-
PPM. Because the temperature of the PDE tube increases from the middle of the first cycle to the 
beginning of the second cycle, the NOx-PPM value rises. It has a maximum NOx-PPM of 27000. PPM 
values obtained in single-cycle analysis are identical to those reported in this finding. Because of the 
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increased combustion temperature in the detonation tube, the simulation yields a more significant 
PPM value. 
 

 
Fig. 12. Variation of NOx-PPM during the multi-
cycle analysis of hydrogen 

 
The rate of NO reaches its maximum at 100 microseconds, then swiftly drops and stays constant 

until the completion of the second cycle, as seen in Figure 13. This phenomenon occurs because PDE 
initially has a higher tube temperature, but when the temperature drops, the rate of NO also drops. 
 

 
Fig. 13. Rate of NO produced during the first and 
second cycle 

 
5. Conclusions 
 

The propagation of detonation waves in a simple PDE combustor was simulated in two 
dimensions using CFD. In CFD, the combustion was initiated by producing a high temperature and 
pressure spark zone. The formation of a reflection wave was observed using pressure and 
temperature contours. Existing numerical and experimental results are used to benchmark the 
executed CFD version. The few experimental attempts to quantify NOx emissions from pulse 
detonation engines demonstrate that methods for reducing them must be considered. The current 
study considers multi-cycle analysis for NOx emission analysis for PDE for the first time. While 
operating in the middle of the first cycle's detonation tube, a more significant amount of NOx-PPM 
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was produced, as was a greater NO production rate at 100 microseconds. This critical analysis lays 
the groundwork for developing an advanced approach to achieving low-emission for pulse 
detonation engines. 
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